
 
 
INTEGRATED HUMAN DECISION MAKING MODEL UNDER BELIEF-DESIRE-INTENTION FRAMEWORK 

FOR CROWD SIMULATION  
 
 

Seungho Lee 
Young-Jun Son 

 
Dept. of Systems and Industrial Engineering 

The University of Arizona 
Tucson, AZ 85721, USA 

 
 

ABSTRACT 

An integrated Belief-Desire-Intention (BDI) modeling 
framework is proposed for human decision making and 
planning, whose sub-modules are based on Bayesian belief 
network (BBN), Decision-Field-Theory (DFT), and prob-
abilistic depth first search (PDFS) technique.  To mimic 
realistic human behaviors, attributes of the BDI framework 
are reverse-engineered from the human-in-the-loop ex-
periments conducted in the Cave Automatic Virtual Envi-
ronment (CAVE).  The proposed modeling framework is 
demonstrated for human’s evacuation behaviors under a 
terrorist bomb attack situation.  The simulated environment 
and agents (human model) conforming to the proposed 
BDI framework are implemented in AnyLogic® agent-
based simulation software, where each agent calls external 
Netica BBN software to perform its perceptual processing 
function and Soar software to perform its real-time plan-
ning and decision-execution functions.  The constructed 
simulation has been used to test impact of several factors 
(e.g. demographics of people, number of policemen) on 
evacuation performance (e.g. average evacuation time, 
percentage of casualties). 

1 INTRODUCTION 

Human’s decision behaviors have been studied by various 
research communities such as artificial intelligence, psy-
chology, cognitive science, and decision science (Lee et al. 
2008).  As the outcomes of those efforts, several models 
have been developed to mimic human decision behaviors, 
where Lee et al. (2008) classified them into three major 
categories including 1) economical approach, 2) psycho-
logical approach, and 3) synthetic engineering-based ap-
proach.  First, models in the economical approach have 
concrete foundation, mostly based on the assumption that 
decision makers are rational (Opaluch and Segerson 1989; 
Gibson et al. 1997).  However, one limitation is their in-
ability to represent human cognitive natures.  To overcome 
this limitation, models in the psychological approach (sec-

ond category) have been proposed (Einhorn 1970; Payne 
1982; Busemeyer and Townsend 1993).  While they con-
sider human cognitive natures explicitly, they mainly focus 
on the human behaviors under simplified and controlled 
laboratory environments.  Finally, the synthetic engineer-
ing-based approaches employ a number of engineering 
methodologies and technologies to help reverse-engineer 
and represent human behaviors in complex and realistic 
environments (Laird et al. 1987; Newell 1990; Rao and 
Goergeff 1998; Konar and Chakraborty 2005; Zhao and 
Son 2007; Rothrock and Yin 2008; Lee et al. 2008).  The 
human decision-making models in this category consist of 
the proper engineering techniques employed for each sub-
module.  However, the complexity of such comprehensive 
models makes it difficult to validate them against the real 
human decisions.  In this paper, we propose a novel com-
prehensive human decision behavior model, effectively in-
tegrating engineering, psychological, and economical 
models.  Another novelty is its ability to represent both the 
human decision-making and decision-planning functions in 
the unified framework. 
 Among the existing synthetic engineering-based mod-
els, Soar, Act-R, and Belief-Desire-Intention (BDI) are 
popular, allowing us to develop a modular and computa-
tional human decision model.  Soar and Act-R have their 
theoretical basis on the unified theories of cognition (New-
ell, 1990), which is an effort to integrate research outcomes 
from various disciplines on the single human cognition.  
Thus, Soar and Act-R focus more on the actual mechanism 
of the brain during the internal information processing, in-
volving tasks such as reasoning, planning, problem-
solving, and learning.  Consequently, these models become 
complex and difficult to understand.  On the other hand, 
the BDI paradigm is originally based on the folk psychol-
ogy, where the core concepts of the paradigm map easily to 
the language used to describe human reasoning and actions 
in everyday life (Norling 2004).  Because of this straight-
forward representation, the BDI paradigm can easily map 
the extracted human knowledge into its framework.  For 
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this reason, we have adopted the BDI as a core modeling 
and integration framework in our research. 
 In this paper, the proposed human decision model is 
illustrated for the scenarios of emergency evacuation from 
a terrorist bombing attack in large cities.  An effective 
crowd management requires accurate prediction of impact 
of such incidents.  Furthermore, involvement of human 
lives demands high accuracy of such prediction.  For these 
purposes, the high-fidelity simulation is ideal. 

2 BDI AND ENABLING TECHNIQUES 

BDI is a model of human’s reasoning process, where its 
mental state is characterized by three components: beliefs, 
desires, and intentions (Rao and Georgeff 1998).  Beliefs 
are information which human has about the circumstance, 
and may be incomplete or incorrect due to the nature of 
human’s perception.  Desires are the states of affairs which 
human would wish to be brought about.  Intentions are de-
sires which human has committed to achieve.  Zhao and 
Son (2007) extended the original BDI model to include de-
tailed sub-modules such as 1) deliberator, 2) real-time 
planner, and 3) decision executor in the decision-making 
(intention) module (see Figure 1).  This extension was nec-
essary to accommodate both the decision-making and deci-
sion-planning functions in the unified framework.  In addi-
tion, emotional module containing confidence index and 
instinct index has been also appended to represent more 
psychological human natures.  While Zhao and Son (2007) 
focused only on the conceptual extension of the BDI mod-
el, this paper discusses actual algorithms and techniques to 
realize the sub-modules of the extended model.  Perceptual 
processor in the belief module translates the information 
about the environment and human himself into his beliefs.  
Then, based on the current beliefs (short-term memory), 
human updates his instinct index.  If the instinct index is 
below a threshold (normal mode), human decides what 
states of affairs to achieve (desires) through the desire ge-
nerator.  Human selects one desire and generates inten-
tions to achieve the desire via the deliberator.  Human then 
generates alternative plans based on the current beliefs to 
the direction of achieving his intention.  A plan is a se-
quence of actions in a plan.  Once an optimal or satisfac-
tory plan is identified, decision executor in the decision-
making module executes the series of tasks specified in the 
plan.  On the other hand, if the instinct index is above a 
threshold (instinct mode), decision executor executes tasks 
based on his instincts retrieved from his beliefs (long-term 
memory) without involving planning.  In this work, a con-
fidence index is a function of the deviation between what is 
predicted about the environment during the planning stage 
and the actual environment during the execution stage.  If 
the confidence index is above a threshold (confident 
mode), decision executor executes all the tasks in the plan.  

Otherwise (suspicious mode), re-planning is performed 
every time before executing a task. 

 
 

Figure 1: Components of the extended BDI framework 
 

 In this paper, we have employed and further developed 
noble techniques from various disciplines to realize and 
implement each component of extended BDI, such as 
Bayesian belief network (BBN), decision field theory 
(DFT), and probabilistic depth first search (PDFS).  Figure 
2 depicts a sequence diagram of the overall decision plan-
ning and making process, displaying sequential interac-
tions between each component.  Whenever an agent needs 
to plan and makes a decision, it accesses PDFS, DFT, and 
BBN components to obtain plan/decision, preferences, and 
environmental evaluation, respectively.  Once DFT obtains 
inferred environmental evaluation from BBN, it gives us 
the evolved preferences of each option, which will be used 
to calculate the choice probability of each option.  Then 
PDFS selects an option and makes a plan based on the cal-
culated choice probability.  Each component is explained 
in Section 2. 
 

sd Class Model

Agent
console

BBNDFTPDFS

loop until finish plan

*getPath(Environment info)

getPreference(Environment info)

getEnvtEval(Environment info)

:Evalu ation

:Prefe rence

:Pa th

 
 
Figure 2: Sequence diagram of components (corresponding 
techniques) of the human behavior model  
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2.1 Application Scenario 

As mentioned earlier, the proposed human decision behav-
ior model is illustrated using crowd evacuation behaviors 
under a terrorist bomb attack in Washington D.C. National 
Mall area.  The map (satellite image) of the area is shown 
in Figure 9 in Section 4.1.  Given the scenario, we have 
characterized different types of agents based on 1) famili-
arity with the area, 2) risk taking behavior, 3) confidence 
index, and 4) guidance by police.  Depending on the above 
characteristics of agents, their evacuation behaviors will be 
different.  After the explosion, the police are informed of it 
via radio transmission and ask people around them to eva-
cuate from the area. 

2.2 BBN for Perceptual Processor 
 
In this research, Bayesian belief network (BBN) is em-
ployed to represent the perceptual processor (see Figure 1) 
in the dynamically changing environment.  By using BBN, 
we can capture the probabilistic relationship as well as his-
torical information between variables by containing prior 
and conditional probabilities to infer the posterior probabil-
ity through the Bayes’ theorem.  The major advantage of 
BBN as a perceptual processor is its ability and flexibility 
to handle uncertain and dynamic environments. 

 

 
 

Figure 3: BBN inferring risk, evacuation time, and risk 
weight for an option 
 
 Figure 3 depicts a BBN used to infer the belief of an 
agent under the evacuation scenario.  The beliefs inferred 
by BBN given environmental information (e.g. smoke, fire, 
police, crowd, and distance) include 1) evaluation of values 
for attributes (risk and evacuation time) for the considered 
option (a path from an intersection) and 2) weights on each 
attribute.  The weights on each attribute at time t, 
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( )

( )
risk

time

w t
W t

w t
⎛ ⎞

= ⎜ ⎟
⎝ ⎠

, is obtained from ‘RiskWeight’ node of 

BBN in Figure 3 by defining wrisk(t) = ‘RiskWeight’ and 
wtime(t) = 1- ‘RiskWeight’.  Similarly, the evaluations of 

available options on each attribute, 
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risk time

risk time

m m
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= ⎜ ⎟
⎜ ⎟
⎝ ⎠

, 

can be obtained from ‘Risk’ and ‘EvacuationTime’ nodes 
of BBN by assigning i

riskm = ‘Risk’ and i
timem = ‘Evacua-

tionTime’ for option i.  The inferred belief from BBN is 
intended to be similar to that of real human.  In this re-
search, this similarity can be obtained by constructing 
BBN based on the data from human-in-the-loop experi-
ments (see Section 4).  

2.3 Decision Field Theory (DFT) 

Decision field theory (DFT) is a human decision-making 
model, which is based on psychological rather than eco-
nomical principles (Busemeyer and Townsend 1993).  It 
provides a mathematical framework to represent the psy-
chological preferences of human on the given choices dur-
ing his/her deliberation process (Busemeyer and Townsend 
1993).  In this work, we employ DFT to realize the real-
time planner sub-module in the decision-making module of 
the proposed extended BDI (see Figure 1) together with 
probabilistic depth first search (PDFS) (see Section 2.4).  
In DFT, the human preference can be described as Equa-
tion (1).   

                                                             
( ) ( ) ( )P t h SP t CMW t h+ = + +                   (1) 

 
In Equation (1), P(t) (m-elements vector, where m is 

the number of options) represents a preference state, where 
Pi(t) represents a preference value for option i, and h is a 
time step.  The stability matrix S of Equation (1) represents 
the effect of the preference from the previous state (the 
memory effect) in the diagonal elements and the effect of 
the interactions among the options in the off-diagonal ele-
ments.  For the stability of this linear system, the eigen-
values λi of S are assumed to be less than one in magnitude 
(|λi| < 1).  The value matrix M (m×n matrix, where m is the 
number of options, and n is the number of attributes) repre-
sents the subjective evaluations of a decision-maker for 
each option on each attribute.  For example, given an ob-
jective information (e.g. smoke, fire, police, crowd, and 
distance in the considered scenario), evacuators obtain 
their own subjective evaluations for each option (e.g. a 
path from an intersection) on each attribute (e.g. risk, 
evacuation time), which constitute the M matrix.  The 
weight vector W(t) (n-elements vector) allocates the 
weights of attention corresponding to each attribute con-
sidered at time t.  As described in Section 2.2, M and W(t) 
can be inferred from BBN in our research.  The matrix C is 
the contrast matrix comparing the weighted evaluations of 
each option, MW(t).  Preference increase of one option 
lowers the preference of alternative options, and the sum of 
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the elements of CMW(t) is always zero.  For example, if 
we have two options in our evacuation scenario, the corre-
sponding DFT formula, by definition of Equation (1), is 
following: 

1 1
1 1 2 1

2 2
2 2 1 2

( )( ) ( ) 1 1
( )( ) ( ) 1 1

riskrisk time

timerisk time

w t hp t h s s p t m m
w t hp t h s s p t m m

++ − ⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞
= + ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ++ −⎝ ⎠⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠

. 

2.4 Probabilistic Depth First Search (PDFS) 

In this research, we have employed probabilistic depth first 
search (PDFS) method to realize real-time planner to-
gether with DFT in the extended BDI framework (see Fig-
ure 1).  To this end, we have employed the computer pro-
gramming aspect of Soar (providing built-in data structures 
and operators for DFS) to implement the PDFS.  Soar 
searches the problem space with the depth first manner, 
where a particular branch is selected based on the choice 
probability of each branch.  In order to make series of deci-
sions in a plan, Soar first proposes all the possible options 
in the current situation and selects one of them as the next 
task based on their preference values.   
 As we discussed in Section 2.3, DFT calculates pref-
erences for each option based on the current environment.  
Then, the choice probability of each option is calculated 
based on the preference value, which is obtained via multi-
ple replications of DFT evolution.  For the binary choice 
problem, Lee et al. (2008) proved that there is a finite time 
t that the choice probability converges as shown below. 

  

 
 

Once we obtain a converged choice probability for each 
option, we feed them into Soar.  For example, based on the 
environmental information (Ismoke, Ifire, Ipolice, Icrowd, and Idis-

tance in our scenario of Section 2.1) and the available op-
tions (Oright, Oleft, Oforward, Obackward which denote go right, 
left, forward, and backward, respectively in our scenario of 
Section 2.1), DFT evolves the preference values for each 
option until they converge in each of the multiple replica-
tions.  Let us suppose the numbers of occurrence of each 
option having the highest preference value are given (Fright, 
Fleft, Fforward, Fbackward) based on the converged preferences 
from the multiple replications (F = i

i Options
F

∈
∑ ).  And sup-

pose further that we select an option with the highest pref-
erence value as a final decision in each replication.  Then, 
we can calculate the choice probability of each option 
(Pr(Oright) = Fright/F, Pr(Oleft) = Fleft/F, Pr(Oforward) = Ffor-

ward/F, Pr(Obackward) = Fbackward/F) and feed them into Soar.  
Then, Soar selects an option based on the given preference 
(choice probability in this case).  The above procedure is 

repeated for the given number of planning horizon.  The 
number of planning horizon differs for different individu-
als.  For example, the planning horizon for a novice person 
would be one.  However, a commuter may have a plan in-
volving multi-horizon. 

2.5 Confidence Index 

As mentioned before, confidence index decides 1) the exe-
cution mode (confident or suspicious mode) in the BDI 
framework and 2) the type of agent (leader or follower).  
Equation (2) depicts the confidence index.   
 
    1(1 )td

t tCI e CIα α−
−= ⋅ + −                     (2) 

 
where dt > 0, 0 ≤ α ≤ 1, and 0 ≤ CI0 =β ≤ 1.  In Equation 
(2), dt denotes the deviation between what is predicted 
about the environment during the planning stage and the 
actual environment during the execution stage.  Equation 
(3) depicts dt used in our research, where i

riskm  is the eval-
uation of risk on the planned option i, i

timem  is the evalua-
tion of evacuation time on the planned option i, and 

,thres thres
risk timem m  are the predefined threshold values.  

 

  ( ) ( )i thres i thres
t risk risk time timed m m m m= − + −                     (3) 

 

The parameter α adjusts the effect of previous confidence 
to the current confidence, which varies depending on the 
individual human.  The initial confidence value (β) is dif-
ferent for each agent.  By definition, the range of confi-
dence index is between 0 and 1. 
 

 
 

Figure 4: Planning algorithm 
 

3 REAL-TIME PLANNING ALGORITHM 

 This section discusses the planning algorithm imple-
mented within Soar in a greater detail.  Figure 4 depicts a 

889



Lee and Son 
 

pseudo code for the proposed planning algorithm for the 
evacuation application (see Section 2.1), which uses the 
preference based internal decision operation of Soar.  Us-
ing this algorithm, an agent (human) develops his evacua-
tion plan (route) dynamically (involving varying number of 
horizons) until he reaches his destination.  The first line of 
the algorithm in Figure 4 denotes that preferences of paths 
which are directly accessible from the current position are 
obtained via BBN and DFT.  Then, the algorithm works 
differently depending on the type of agent.   
 
3.1 Multi-Horizon Planning for Commuter Agent 

The commuter agents represent those people who have 
enough knowledge about the area so that they can plan be-
yond the current decision point (selecting a path from the 
current intersection).  To illustrate the algorithm for vari-
ous situations, an exemplary evacuation area (in Washing-
ton D.C.) is used (see Figure 5 for its satellite image and its 
corresponding graph).  The graph (G) used here is defined 
formally as G = (V, E), where V and E represent a set of 
nodes and edges pertaining to the graph, respectively.  The 
graph (G) in Figure 5 has nodes V(G) = {a, b, c, d, e, f, g, 
h, I, j, k, l, m, n, o} and edges E(G) = {ab, bc, be, de, ef, ej, 
fc, fg, gh, gk, hl, ij, jk, jm, kl, kn, lo, mn}. 
   

a

b

c

d

e

f

i

j

k

m

n

g

l ho  
 

Figure 5: Graph representation of the evacuation area 
 
In this example, it is supposed that an agent in node e is 
searching for a route (series of paths, R(G)) to the destina-
tion node o.  Figure 6 depicts a series of selection process 
(of a path), which can be described as following: 
1. Step 1: At node e (see Figure 6(a)), the agent evaluates

 each path (be, de, ef, ej) in terms of smoke, fire, polic
e, crowd, and the distance to the destination (distance t
o node o from nodes b, d, f, j). 

2. Step 2: Based on his observation, the agent infers eval

uation matrix M, 

be be
risk time
de de
risk time
ef ef
risk time
ej ej
risk time

m m
m m

M
m m
m m

⎛ ⎞
⎜ ⎟
⎜ ⎟= ⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠

, and weight vect

or W(t), 
( )

( )
( )

risk

time

w t
W t

w t
⎛ ⎞

= ⎜ ⎟
⎝ ⎠

, via BBN (see Figure 3), wh

ere be
riskm  represents the evaluation of edge be on the ri

sk attribute, and ( )riskw t  is the weight on the risk attrib

ute at time t. 
3. Step 3: M and W(t) obtained in Step 2 is provided to E

quation (1) (DFT), whose multiple replications generat
e the choice probabilities Pbe, Pde, Pef, Pej for each path
 be, de, ef, ej.  For each replication, DFT is evolved to 
reach the convergence of the choice probability (see S
ection 2.4).  

4. Step 4: Now, the choice probabilities are fed into Soar,
 and Soar selects one edge randomly based on the prob
abilities (see Figure 6(b)).  Suppose edge ej has been s
elected; then, R(G) is updated to {ej}.  Then, the same 
process (see Steps 1, 2, 3, and 4) is used to pick a seco
nd path from intersection j.  The final step of the curre
nt iteration before starting the second iteration is to set
 Pej to worst so that path ej (coming back to the interse
ction e again) will be hardly selected in the second iter
ation.  It is noted that while the second iteration of the 
planning algorithm starts from intersection j, the agent 
is still located at intersection e. 

5. Step 5: At node j (see Figure 6(c)), the agent repeats St
ep 1 to evaluate each path (ej, ij, jk, jm).  However, thi
s evaluation is only for the updated distance to the dest
ination (distance to node o from nodes e, i, k, m) as oth
er environmental variables (smoke, fire, police, and cr
owd) are not visible from the current location (intersec
tion e) of the agent.  Then, the agent repeats Step 2 to i
nfer evaluation matrix M and weight vector W(t) via B
BN (see Figure 3), where BBN uses the updated distan
ce to the destination and expected values for smoke, fi
re, police, and crowd.  Then, the agent repeats Step 3 t
o obtain the choice probabilities Pej, Pij, Pjk, Pjm, where
 the value (worst) of Pej (see Step 4) is not updated.  T
hen, the agent repeats Step 4, selecting edge ij and upd
ating R(G) = {ej, ij} and Pij = worst (see Figure 6(d)).  
Note again that the agent is still planning the route wit
hout actually moving. 

6. Step 6: At node i (see Figure 6(e)), the agent repeats St
eps 1, 2, 3, 4.  However, as shown in Figure 6(e), the o
nly available path is edge ij, whose Pij was assigned as
 worst in Step 5.  In this case, although Pij = worst (inv
olving very small probability instead of zero probabilit
y), edge ij is selected and R(G) is updated to {ej, ij, ij} 
(see Figure 6(f)).  Then, since edge ij is taken twice, a 
cycle has been formed and the edges in the cycle are d
eleted from R(G) (= {ej}) according to our planning al
gorithm.  Then, Soar selects an edge from intersection 
j again based on the choice probabilities Pej, Pij, Pjk, Pj

m, where both Pej and Pij are worst (see Figure 6(g)).  T
his way, path ij is hardly selected again. 

7. Step 7: The agent repeats the above process until it rea
ches the destination node o or the number of planning 
horizon is reached (see Figure 6(h)).  In other words, t
he number of elements (edges) in R(G) is same as the 
number of planning horizon.  Then, the multi-horizon 
planning process is completed, and the agent executes 
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decisions based on the plan (R(G)). 

 

  
(a) Calculate the choice probability at e (b) PDFS selects ej 

 
(c) Calculate the choice probability at j  (d) PDFS selects ij 
      using only distance 

 

 
(e) ij is the only option with   (f) PDFS selects ij and 
     Pij = worst                            deletes cycle by removing ij 

 
(g) Calculate the choice            (h) Repeat above procedure 
     probability at j using only distance 

 
Figure 6: Illustration of planning algorithm 

3.2 Single-Horizon Planning for Novice Agent 

For those who do not have knowledge about the area, they 
cannot make a plan involving multi-horizon as they do not 
have any information other than what they see for the adja-
cent paths.  Therefore, their planning horizon is one.  It is 
noted that the planning procedure for the novice agent is 
exactly same as that of the commuter agent (Steps 1 to 4 in 
Section 3.1) with the planning horizon (n) of 1.  

3.3 Meta-model for Commuter Agent 

During the multi-horizon planning of the commuter agent 
(see Section 3.1), the choice probabilities for the paths 
(even beyond the current intersection) are calculated re-
peatedly via BBN and DFT (see line 6 of Figure 4), which 
requires intensive computational power especially when 
the simulation involves numerous agents.  Thus, this sec-

tion discusses an aggregated meta-model that allows us to 
obtain the choice probabilities in a significantly shorter 
time.  It is noted that both the original approach (BBN-
DFT method) and the meta-model can be used adaptively 
according to the computational availability. 
 For planning from the current intersection to an adja-
cent one (all the considered environmental variables are 
available to the agent), both the original approach and the 
meta-model work exactly same, obtaining choice prob-
abilities using BBN and DFT.  However, they work differ-
ently for planning beyond the current intersection.  The 
original method uses only knowledge on the distance (dis-
tance from the considered node to the destination) to infer 
M (evacuation time and risk) via BBN and obtain the 
choice probabilities.  On the other hand, the proposed me-
ta-model utilizes knowledge on the number of connected 
paths from an intersection (which is related with risk) in 
addition to knowledge on the distance (which is related 
with evacuation time).  For example, considering four 
nodes b, d, f, j connected to node e in Figure 5, nodes b and 
f have three paths from each of them, node d has one path 
from it, and node j has four paths from it.  Here, we con-
sider the number of connected edges because going to an 
intersection connected to more paths may be safer under 
the emergency evacuation situation.  Based on knowledge 
about the distance and the number of connected paths, its 
preference is calculated using Equation (4). 
 

  curr dest curr dest
i i dist

i dest i dest

x x y y
P CP w

x x y y
− −

= + ⋅ ⋅
− −

          (4) 

 
where Pi = preference of path i, CPi = number of paths 
connected from the node connected to path i, (xi, yi) = x, y 
coordinates of the node connected to path i, (xcurr, ycurr) = x, 
y coordinates of the current node, (xdest, ydest) = x, y coordi-
nates of the destination node, wdist = weight on the distance 
factor.  Once the calculated preference values are fed into 
Soar, Soar selects one path using the choice probabilities 
converted from the preference values. 
 To illustrate the proposed meta-model, we consider 
the same example used in Section 3.1.  For the decision 
from the current intersection (e) to an adjacent intersection, 
the agent uses the original (BBN-DFT) method.  It is as-
sumed that path ej is selected (R(G) = {ej}).  Now, the 
agent is at node j.  Each of their number of connected paths 
are CPe = 4, CPi = 1, CPk = 4, and CPm = 2, respectively, 
and each of their coordinates are (xe, ye) = (5, 7), (xi, yi) = 
(3, 8), (xk, yk) = (3, 4), and (xm, ym) = (1.5, 7).  It is assumed 
that the current node ((xcurr, ycurr) = (xj, yj)) is at (3, 7), the 
destination node ((xdest, ydest) = (xo, yo)) is at (0, 0), and wdist 
is set to 2.  Then, preference values for each node can be 
calculated using Equation (4): 1) Pe = 4+3/5⋅2 = 5.2, 2) Pi 
= 1+7/8⋅2 = 2.75, 3) Pk = 4+7/4⋅2 = 6.8, and 4) Pm = 
2+3/1.5⋅2 = 6.  Here, as path ej has been already selected, 
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Pe is set to worst.  Then, Soar uses these preference values 
to calculate the choice probabilities: 1) Pi = 2.75 / (2.75 + 
6.8 + 6) = 0.18, 2) Pk = 6.8 / (2.75 + 6.8 + 6) = 0.44, and 3) 
Pk = 6 / (2.75 + 6.8 + 6) = 0.38, and selects a path ran-
domly based on those choice probabilities.  This planning 
procedure is repeated until it reaches the destination node o 
or the number of planning horizon is reached.  The ex-
perimental results, which will be discussed in the next sec-
tion, in the current work are based on the meta model. 

4 EXPERIMENT AND VALIDATION 

This section discusses a crowd simulation model that mim-
ics the considered emergency evacuation scenario, human-
in-the-loop experiments for behavioral data collection, and 
testing of impacts of several factors (e.g. demographics of 
people, number of policemen) on evacuation performance. 

4.1 Simulation Model Development 

The environment (paths and intersections information of 
the National Mall in Washington D.C.) has been imple-
mented in AnyLogic® 6.0 agent-based simulation software.  
As discussed in Section 2, an agent plans and makes deci-
sions via BBN, DFT, and PDFS techniques.  For the im-
plementation purposes, we employed various software 
packages: Netica for BBN, JAMA (A Java Matrix Pack-
age) for DFT, and Soar for PDFS.  Figure 7 depicts an ex-
emplary rule written in Tcl (a scripting language) for Soar. 
 

 
 

Figure 7: An exemplary rule written in Tcl in Soar 
 

Commuter and Novice Agent Police Agent

 
 

Figure 8: State charts of the agent behaviors 
 In our simulation, three types of agents are considered, 

including 1) commuter, 2) novice, and 3) police agent.  The 
commuter and novice agents are differentiated further into 
leader and follower agents, respectively.  As mentioned be-
fore, depending on the confidence index, some of the 
commuter agents act as a leader who leads the follower 
agents to the exits, and some of the novice agents follow 
the leader agents.  Figure 8 depicts behaviors of each agent 
using state charts. 

 

 
 

Figure 9: Emergency evacuation simulation in AnyLogic 
interacting with BBN, DFT and Soar 
 
Figure 9 depicts a snapshot of the AnyLogic simulation.  
When the simulation is started, the given number of agents 
for each type are generated and placed randomly within the 
simulating area heading to their destinations of everyday 
life (under the normal situation).  After 15 seconds from 
the simulation start, an explosion occurs in the middle of 
the area.  Based on the distance from the explosion, the 
agents 1) who were within ‘fatal range’ (as marked with 
circle in Figure 9) from the explosion at that moment will 
be dead, 2) who were within ‘wound range’ will be 
wounded, and who were within ‘notice range’ will hear 
and notice the explosion.  Smoke will go up and be dif-
fused from the explosion.  In addition to the perception of 
sound and smoke, the agent can notice the explosion via 
communication with other agents and police.  When an 
agent approaches to the other agent within certain prox-
imity, they can communicate and exchange the information 
about the explosion.  When the agents notice the explosion, 
they start to move faster and head to one of the four exits 
placed in the area.  The constructed simulation allowed us 
to observe agents’ behaviors that mimic human in the giv-
en scenario, using which we were able to evaluate various 
evacuation policies. 

4.2 Virtual Reality Human Experiments 

As discussed in Sections 2.2 and 2.3, BBN infers M and 
W(t), and DFT calculates preference values of the consid-
ered options based on them.  Thus, constructing an accu-
rate BBN for a human is a critical task to mimic the human 
behavior.  To this end, we need to conduct human experi-
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ments to extract their behaviors and capture them into a 
BBN.  In this research, the Cave Automatic Virtual Envi-
ronment (CAVE) is employed to allow human experi-
ments.  The hardware system used is FakeSpace Inc. 
CAVE simulator.  Figure 10 depicts a human-in-the-loop 
experiment in CAVE and the CAVE system.  The 3D 
model projected within the CAVE system is developed us-
ing Google SketchUp 3D modeling software.  The individ-
ual 3D images were collected from Google SketchUp 
component library and Google 3D Warehouse.  Figure 11 
depicts snapshot of a virtual cityscape of an intersection 
developed by Google SketchUp 3D modeling software. 
 In the human-in-the-loop experiment, each subject is 
asked to evaluate various situations (fire, smoke, police, 
and crowd) of the intersection.  The collected data on the 
relationship between the situation and the subject’s evalua-
tion is used to construct a BBN. 
 

  
 
Figure 10: Human-in-the-loop experiment and CAVE 
 

 
 

Figure 11: VR model (Google SketchUp) 

4.3 Simulation Results 

Using the constructed crowd simulation model, we con-
ducted various experiments to test an impact of several fac-
tors on evacuation performance.  Figures 12 and 13 depict 
impacts of the number of police officers and the number of 
leaders, respectively.  In each figure, the top histogram 
represents the evacuation time for the commuter agents, 
and the second histogram represents the evacuation time 
for the novice agents (e.g. travelers).  When we conducted 
the simulation with only 50 police officers deployed (see 
Figure 12(a)), the average evacuation times for the com-
muter agents and the novice agents were 13 minutes and 35 
minutes, respectively.  When we increased the number of 
police officers to 500 (see Figure 12(b)), the average evac-
uation times for the commuter agents and the novice agents 

were 8 minutes and 15 minutes, respectively.  In both 
simulations, 2000 commuter agents and 200 novice agents 
were distributed.  The results reveal that we can reduce the 
evacuation times for both agents by increasing the number 
of police officers in the field. 
 

  
(a) With 50 police officers       (b) With 500 police officers  

 
Figure 12: Impact of police on average time to evacuate 
 

 
(a) With 50 leaders                   (b) With 200 leaders 
 
Figure 13: Impact of leaders on average time to evacuate 
 
Similarly, when we conducted the simulation with 50 lead-
ers (see Figure 13(a)), the average evacuation times for the 
commuter agents and the novice agents were 13 minutes 
and 34 minutes, respectively.  When we increased the 
number of leaders to 200 (see Figure 13(b)), the average 
evacuation times for the commuter agents and the novice 
agents were 13 minutes and 22 minutes, respectively.  In 
both of simulations, 2000 commuter agents and 200 novice 
agents were distributed.  The results reveal that we can re-
duce the evacuation times for the novice agents by increas-
ing the number of leaders in the field.  It is noted that the 
constructed simulation is flexible, so it can be used to test 
impacts of other factors (e.g. impact of information-sharing 
via speakers or text-messaging) on various other security 
metrics (e.g. percentage of casualties).  

5 CONCLUSION AND FUTURE RESEARCH 

In this research, we have proposed promising techniques to 
realize each sub-module of the extended BDI architecture.  
The techniques employed in this research have been se-
lected to represent the characteristics of the corresponding 
steps of human decision planning and making process.  
Successful implementation of these techniques allowed the 
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extended BDI architecture to be used to mimic human be-
haviors even in the intricate situation.  Furthermore, the 
proposed techniques and the extended BDI framework 
have been demonstrated using the agent-based simulation, 
which has provided various dynamic environments.  The 
developed simulation allowed us to simulate and observe 
the crowd behaviors under various conditions.  The pro-
posed simulation has a potential to allow the responsible 
governmental and law-enforcement agencies to evaluate 
different evacuation and damage control policies before-
hand, which in turn allows the execution of the most effec-
tive crowd evacuation scheme during an actual emergency 
situation.  As part of the proposed research, we have con-
ducted human-in-the-loop experiments in the Virtual Real-
ity system to collect more realistic human behaviors.  Cur-
rently, the learning effect of agents is not considered.  To 
validate the proposed model against decisions from real 
human, we plan to conduct an additional human-in-the-
loop experiment.  These tasks are left as future work. 
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