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ABSTRACT

We investigate the mean-squared error (MSE) performance of the Kiefer-Wolfowitz (KW) stochastic
approximation (SA) algorithm and two of its variants, namely the scaled-and-shifted KW (SSKW) in
Broadie, Cicek, and Zeevi (2011) and Kesten’s rule. We conduct a sensitivity analysis of KW with various
tuning sequences and initial start values and implement the algorithms for two contrasting functions. From
our numerical experiments, SSKW is less sensitive to initial start values under a set of pre-specified
parameters, but KW and Kesten’s rule outperform SSKW if they begin with well-tuned parameter values.
We also investigate the tightness of an MSE bound for quadratic functions, a relevant issue for determining
how long to run an SA algorithm. Our numerical experiments indicate the MSE bound for quadratic
functions for the KW algorithm is sensitive to the noise level.

1 INTRODUCTION

Consider the stochastic optimization problem

max f(x) = E[(x)], 1)

x€®

where f(x) is a noisy observation of f(x), and the objective is to find x* maximizing f. Various iterative
methods such as Robbins-Monro (RM), Kiefer-Wolfowitz (KW), and simultaneous perturbation stochastic
approximation (SPSA) have been used to estimate x*; see Robbins and Monro (1951), Kiefer and Wolfowitz
(1952) and Spall (1992) for details. Each of these SA algorithms follows the underlying recursion

Yo =Tlo (X, + a9 1(X,)) @

when finding the zero of V f(x) in (1), where ITg is a projection of X, back into the feasible region ® if
Xn11 ¢ O, a, is the step size or gain size, and Vf (X, ) is an estimate of V f(X,,). The projection operator ITg
is particularly important in the constrained optimization setting. Initially, the asymptotic theory underlying
SA considered functions that satisfy specific global conditions; however, later research has shown it is only
necessary for the requirements to hold on a compact set ® that contains the optimum. Since the optimum is
unknown, the compact set must be large enough to increase the likelihood that x* € ®; however, this may
increase the potential of an algorithm to perform poorly (Andradéttir 1995). The gain sequence {a, } could
be deterministic (as with the popular rule a, = 6,/n where 6, € R) or adaptive. Adaptive rules adjust the
step size based on the ongoing performance of the algorithm; one well-known example is the rule by Kesten
(1958), which decreases the step size only when there is a directional change in the iterates. See George
and Powell (2006) for an extensive review of both deterministic and stochastic step sizes. The choice of
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{a,} has a significant impact on the performance of the algorithm, and this impact is quite difficult to
characterize theoretically.

Asymptotic convergence properties of the KW algorithm and its variations have been a major research
focus in SA. Dupac (1957), Derman (1956), Fabian (1967), Tsybakov and Polyak (1990), and Polyak and
Juditsky (1992) have all proven convergence in MSE for various assumptions and modifications of the
KW algorithm. However, in practice, where the run-time is finite, a good finite-time bound for the MSE is
useful. Broadie, Cicek, and Zeevi (2011) derived such a bound using techniques similar to those in Dupac
(1957). The MSE bound depends on certain problem-dependent constants, which are typically difficult to
calculate in practice. However, in the special case where f is quadratic, the bound can be computed in
closed form, allowing us to observe its tightness.

We focus on the one-dimensional KW algorithm, which generates \% f(X,) in (2) using finite differences.
Although theoretical convergence can be guaranteed by satisfying certain requirements, practical performance
depends on the choice of tuning sequences. In addition to selecting a gain sequence {a,} in (2), the KW
algorithm requires an additional task of choosing a finite difference step-size sequence {c, } for the gradient.
The finite-time performance of KW depends on both sequences {a,} and {c,}. Because of the sensitivity
of the KW algorithm to the tuning sequences, it is essential to choose an appropriate pair. In practice, KW
could have the following shortcomings: long oscillatory period if the gain sequence {a,} is “too large,”
degraded convergence rate if {a,} is “too small,” and poor gradient estimates if the gradient estimation
step-size sequence {c,} is “too small.”

In this paper, we conduct an empirical investigation of the sensitivity of KW and two of its adaptive
variants, namely Kesten’s rule and the scaled and shifted KW (or SSKW) algorithm of Broadie et al.
(2011). Our goal is to identify problem characteristics that exert a strong impact on algorithm performance,
even in the presence of theoretical guarantees. For example, in the numerical results reported in Broadie et
al. (2011), SSKW outperforms the KW algorithm in terms of both MSE and oscillatory behavior in finite
time; however, this result is obtained using what seem to be nearly worst-case parameter setting for KW.
We replicate these results, but we also find that the performance of KW can be significantly improved over
a fairly wide choice of parameter settings. Although the worst-case performance of SSKW is much better
than that of KW, it is also the case that KW provides the best performance in a significant proportion of
problem instances. In addition, we find that Kesten’s rule performs similar to KW, and sometimes better,
when both algorithms begin with the same initial start value. We also investigate the finite-time MSE bound
in Broadie et al. (2011) and characterize instances where this bound is tight. These results underscore
the well-known difficulty of tuning, even for adaptive versions of KW. We hope that the results of this
analysis will provide guidance to practitioners on the challenges involved in implementing KW or similar
algorithms.

2 THE KW ALGORITHM AND ITS VARIANTS

In this paper, we focus on the truncated KW algorithm and its variants to find x* using symmetric differences
to estimate the gradient. Both algorithms use the underlying recursion

JXuten) = FX, —cn)>> 7

Cn

X1 =1lg <Xn+an <

where X; is an arbitrary starting point, f(x) ~ H(-|x) and the tuning sequences {a,} and {c,} satisfy a
set of assumptions. The accuracy and precision of the algorithms are highly reliant on the choice of the
tuning sequences in finite-time. For the KW algorithm, the {a,} and {c,} are predetermined as opposed
to the SSKW, where the sequences are dynamically adjusted throughout the algorithm.

In Section 2.1, we discuss the KW convergence result from Kiefer and Wolfowitz (1952). We introduce
the finite-time MSE bound of KW derived in Broadie, Cicek, and Zeevi (2011) for quadratic functions
in Section 2.2. We describe two adaptive algorithms, Kesten’s rule and SSKW, in Sections 2.3 and 2.4,
respectively.
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2.1 Kiefer-Wolfowitz Algorithm

Kiefer and Wolfowitz (1952) proved that the KW algorithm converges asymptotically to the true solution.
Let {a,} and {c,} be positive tuning sequences satisfying the conditions

cn — 0, Zan = oo, Zancn < oo, Za,%c,jz < oo,

Also suppose that the function f(x) is strictly increasing for x < x*, strictly decreasing for x > x*, [*_(y—
f(x))2dH(y | x) < = and satisfies the following regularity conditions:

1)  There exist positive constants f and B such that
W =+ =X < = |f () = ()] < Bl —x"].
2)  There exist positive p and R such that
W x| < p = |f(x) — F(")| < R.
3)  For every 0 > 0 there exists a positive 7£(8) such that

|x—x*| >6 = inf flxte) - flx—e)l

$>e>0 €

> 7(5).

Then X,, converges to x* a.s.

The regularity conditions require f(x) to be locally Lipschitz in a neighborhood of x*, preventing f(x)
from changing drastically in the feasible region and from being very flat outside a neighborhood of x* so
the iterates approach the optimum. Although the KW algorithm converges asymptotically, its finite-time
performance is dependent on the choice of tuning sequences, {a,} and {c,}. If the current X, is in a
relatively flat region of the function and the a, is small, then the convergence will be slow. On the other
hand, the X, is located in a very steep region of the function and {a,} is large, then the iterates will
experience a long oscillation period. If {c,} is too small, the gradient estimates using finite differences
could be extremely noisy.

2.2 Finite-time MSE Bound

Broadie, Cicek, and Zeevi (2011) derived a finite-time bound for the MSE of the KW algorithm by applying
a similar technique as in Dupac (1957) used to prove convergence in MSE. We briefly summarize the
bound as follows. First, we make the following assumptions on the function f(x):

F1)  There exist positive constants Ko, K|, and Cy such that for every ¢ € [0,Cy],

—K](X—)C*)Z < f(x+c)—f(x—c)

(x —x*) < —Kp(x —x")%.

F2)  f'(x)(x—x*) <O for all x € R\{x*}.

We also assume that the tuning sequences satisfy:
S an/ci < (ans1/ci,)(1+Aay) for all n > 1,
S2)  a,—0asn— oo,

with 0 < A < 2Kjy. Then,

E(X,11 —x")? < Ca,/c forall n > 1, 3)
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where C is a constant explicitly defined as

2 2
c C

C=max< —, max { —Bui1 ¢,
é 1<n<ng | ay

and
D, = KAd:+ (K} —2AKy)a, —2Ky—A,
1 if D, <0 foralln>1
ngp = . )
sup {n >1: (K12 —2AKy)ay, +K12Aafl > 2K, —A} +1 otherwise
& = —sup{A—2K0+( K} —2AKy)a, + Kt Ad> :n > no},
B, = X] sz+ qu H Pj~t4qn,
=2  j=i+l
pi = 1—2aK0+K1a fori=1,2,.
a2
qi = —1262, fori=1,2,...,n,
i
o = SupV’clI'[];(Xn—kcn) _f(Xn _Cn)|Xn :x]'
x€0

Equation (3) does not guarantee convergence in MSE, but rather establishes a finite bound for each
iteration. The bound is thus more useful when it is tight. In Section 3, we investigate the tightness of (4)
by comparing the bound with the exact MSE of simple quadratic functions of the form f(x) = ax?> where
a < 0 and the optimal x* = 0. The exact MSE can be computed as follows:

a’o?
2¢2

o2
E(Xy1 —x*)? = X1, (14 20a;)? 72 Iy (1+20a))* + )

»w‘w—w

2.3 Kesten’s Rule

Kesten (1958) proposes a stochastic step-size, which decreases when there is a directional change in the
iterates, i.e. (X,+1 —X,)(X, —X,—1) <O0. The idea behind this adaptive step-size is that, if the iterates
continue in the same direction, there is reason to believe they are approaching the optimum and should
not decrease the momentum. In our numerical experiments, we consider a, = 6,/n, so the gain size a,
changes to a,| only if there is a change in direction.

2.4 Scaled and Shifted Kiefer-Wolfowitz Algorithm

SSKW attempts to prevent slow convergence in finite-time by using adaptive tuning sequences {a,} and
{cn} in the algorithm. In general, the SSKW has two phases: scaling and shifting.

Scaling Phase

e Step 0. Specify the following parameters:
— hp = number of forced boundary hits
— v = scale up factor for {c,}
- k, = maximum number of shifts of {a,}
— v, = initial upper bound of shift
- ¢, = maximum scale up factor for {a,}
— k. = maximum number of scale ups for {c,}
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— go = maximum number of gradient estimates in scaling phase
— Mg = maximum number of adaptive iterations
Choose X; € [[+c¢y,u—cy]. Initialize sh=0,sc=0. Letn=1,m=1and g=1.
e Step 1. For m < hg and g < go, generate an estimate v f(X,) using symmetric differences and
compute X, using the recursion in (2). If X,,+1 € (I + ¢y, X,), go to Step 2. If X1 € (X, u—cp, ),
go to Step 3. If X,y ¢ (I+cu,u—cy), g0 to Step 4.
e Step 2. Scale {a, } up by a@ = min(¢,, (u—cy+1 —Xy)/(Xn+1 — X)) and use { oa, } for the remaining
iterations. Set X, =[+c,. Letn=n+1,m=m+1, g=g-+1 and go to Step 1.
e Step 3. Scale {a,} up by & = min(¢,, (I +cp+1 —Xn)/(Xnt1 —X,)) and use {aa, } for the remaining
iterations. Set X,,41 =u—c,. Letn=n+1,m=m—+1, g=g+1 and go to Step 1.
e Step 4. Scale {c,} up by y and use yc, for the remaining iterations.
Set X1 = min{u — ¢;+1,max{X,+1,/+c,}}. Letn=n+1, g=g+1 and go to Step 1.

Shifting Phase

e Step 1. For n < my,,, generate an estimate \Y f(X,) using symmetric differences and compute X,
using (2). If X1y >u—cpq1 and X, =1+c¢, orif X,y1 <I+cpy1 and X,, = u — ¢, go to Step 2.
If Xopr1 > X, =u—cy, or X1 <X, =14cy, go to Step 3.

e Step 2. If sh <k, find the smallest integer B’ such that X,y € (I + c,,u —c,) with apypr- Set
B = min(v,, B) and shift {a,} to {a,,g}. If B =v,, set v, = 2v,. Let sh = sh+1. Go to Step 4.

e Step 3. If (sc < k), scale {c,} up by y and use {yc,} for the remaining iterations. Let sc = sc+ 1.

e Step 4. Set X;+1 = min{u — ¢4, max{X, 11,/ +c,}} and let n =n+ 1 and go to Step 1.

The scaling and shifting phases adjust the tuning sequences in hopes of improving the finite-time
performance. In the scaling phase, the {a,} is scaled up by a, i.e. {a,} to {aa,}, so the iterates can move
from one boundary to the other. In addition, {c,} is increased by scaling up by 7, i.e. {c,} to {yc,},
to minimize the noise of the gradient estimate if the iterates fall outside the truncation interval due to an
incorrect gradient direction. In the shifting phase, the sequence {a,} is decreased by shifting or “skipping”
a finite number (f3) of terms, i.e. {a,} to {a,. g}, when the iterates fall outside of the feasible region
when the sign of the gradient is correct. In addition, ¢, is scaled up by 7 if the previous iterate is at the
boundary and the update falls outside the feasible region but in the wrong direction. These adjustments do
not affect the asymptotic convergence, since the scaling phase only scales the sequences by a constant and
the shifting phase only scales up the {c,} finitely many times and skips a finite number of terms in {a,}.

3 NUMERICAL EXPERIMENTS

We conduct two sets of numerical experiments. The first is to investigate the tightness of the finite-time MSE
bound derived in Broadie, Cicek, and Zeevi (2011), and the second is to compare the MSE performance
between KW and two of its variants described in Section 2.2, Kesten’s rule and SSKW. All experiments
were implemented with a, = 6,/n, ¢, = 6./n° where s € {1/4,1/2}, 6, >0, 6. > 0, 10,000 iterations,
and 1,000 sample paths.

3.1 Tightness of the Finite-time MSE Bound for Quadratics

We generated the MSE bound in (3) and the exact MSE in (4) for quadratic functions with various noise levels
and initial starting values for three different cases: 1) f(x) = —.001x%, ¢, = 1/n'/2, f(x) = —.15x%, ¢, =
1/n'/* and f(x) = —.15x%, ¢, = 1/n'/?. The MSE bound is a function of constants that are not unique,
satisfying S1, S3, Al, and A2. We picked the largest Ky and smallest K| satisfying A1 and A slightly less
than 2K,. Table 3.1 lists the constants used in our calculations for the MSE bound in (3), and the exact
MSE and MSE bound are listed in Table 3.1. The exact MSE (4) is a sum of three components. The first
term on the right hand side (RHS) of (4) is independent of ¢ and is dominated by the initial starting value,
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X;. The second and third terms in (4) are dominated by 6. When o € {0.001,0.01,0.1, 1.0}, both terms
are small (< 1), but when ¢ = 10, the RHS is dominated by the second term. Therefore, the exact MSE
increases with X; and o. Using the parameters in Table 3.1, the constant C in the MSE bound can be
expressed as
o’ ¢ a3
C = max{g,al <X1(1 —2a1Ky + Kia}) (1 —2a:Ko + Kia3) + c% 2) } 6))
1 2

The first term in (5) dominates when o is large since & = 0.001,0.1 for f(x) = —.001x?, —.15x2, respectively.
Therefore, the MSE bound and difference between the exact MSE and MSE bound increases significantly
when o increases from 1.0 to 10.0. Otherwise, the MSE bound is equal to the second term, which
increases with X; and o. Table 3.1 contains the exact MSE and MSE bound for three different parameter
settings and for o € {0.001,0.01,0.1,1.0,10.0}. The first column in Table 3.1 lists/presents results for
f(x) = —.001x%, ¢, = 1/n'/2. In the presence of more noise, i.e. ¢ = 10.0, the MSE bound is 99,999.20,
which is the first term in (5) for each initial starting value. The difference between this bound and the
exact MSE is significant with a difference greater than 97,500. For ¢ = 1.0, the MSE bound only takes
the second term in (5), when the starting position is farther from the optimum, i.e. X; = —40 and is tight.
However, when the initial starting value is closer to the optimum, i.e. X; =0,—5,—10,—-20, the MSE
bound is equal to 999.99, which is the first term in (5), and thus the MSE bound is significantly greater
than the exact MSE. The MSE bound is very tight for rest of the cases with the exception of when ¢ = 0.1
and X; =0.

f(x) = —.001x" fx)=—15% [ f(x)=—.15x*

cn=1/n"? cp=1/n"* cp=1/n'?
c X1 | Exact | Bound | Exact | Bound || Exact [ Bound |
0 0.00 0.00 0.00 0.00 0.00 0.00

-5 24.04 24.85 0.06 8.85 0.06 0.09
0.001 | -10 | 96.16 99.40 0.24 | 35.40 0.24 0.35
-20 | 384.64 397.61 0.95 | 141.61 || 0.95 1.42
-40 | 1538.56 | 1590.42 3.78 | 566.44 || 3.78 5.66
0 0.00 0.10 0.00 0.00 0.00 0.00
-5 24.04 24.85 0.06 8.85 0.06 0.09
0.01 | -10 | 96.16 99.40 0.24 | 3540 0.24 0.35
-20 | 384.64 397.61 0.95 | 141.61 || 0.95 1.42
-40 | 1538.56 | 1590.42 3.78 | 566.44 || 3.78 5.66
0 0.05 10.0 0.01 0.10 0.00 0.00
-5 24.09 24.86 0.07 8.86 0.06 0.09
0.1 | -10 | 96.21 99.41 0.24 | 3541 0.24 0.35
-20 | 384.69 397.61 0.95 | 141.62 || 0.95 1.42
-40 | 1538.61 | 1590.43 379 | 566.45 || 3.78 5.66
0 4.8 999.99 0.83 10.00 0.03 0.10
-5 28.84 999.99 0.89 10.00 0.09 0.10
1.0 | -10 | 100.96 999.99 1.07 | 35.90 0.27 0.36
-20 | 389.44 999.99 1.78 | 142.11 || 0.98 1.42
-40 | 1543.36 | 1590.92 4.61 | 566.94 || 3.81 5.67
0 480.08 | 99999.20 || 83.23 | 999.79 || 3.20 9.99
-5 | 504.12 | 99999.20 || 83.29 | 999.79 || 3.26 9.99
10.0 | -10 | 576.24 | 99999.20 | 83.47 | 999.79 || 3.43 9.99
-20 | 864.72 | 99999.20 || 84.18 | 999.79 || 4.14 9.99
-40 | 2018.64 | 99999.20 | 87.01 | 999.79 || 6.98 9.99

Table 1: Finite-time MSE bound and exact MSE for KW with n = 10,000, a, = 1/n.
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f(x) ap Cn Ko K, A 1o 13
—.001x*> 1/n 1/n'? 0.002 0002 0.003 1 0.001
—15¢* 1/n 1/n'2 03 03 05 1 0.l
—15¢* 1/n /4 03 03 05 1 01

Table 2: Finite-time MSE Bound Parameters for KW

For the second column with f(x) = —.15x2, ¢, = 1/n'/2, the MSE bound is significantly greater than the
exact MSE across the board. The third column reports results for f(x) = —.15x%,¢, = 1/n'/? the MSE
bound is tight for all cases with the exception of the case with o = 10.0. It would seem that the bound is
a useful guideline for problems with low variance, but becomes less tight as the noise level increases.

3.2 Numerical Experiment: Comparison of KW and its Variants

Not surprisingly, the performance of SSKW relative to KW heavily depends on the chosen parameters
such as truncated interval length, initial starting value, and tuning sequences. Our analysis replicates the
results of Broadie, Cicek, and Zeevi (2011), where SSKW performs significantly better than KW in terms
of MSE and oscillatory period, but we find that the chosen parameters for this experiment are among the
worst possible parameters for KW as illustrated in Figure 1 with KW and SSKW under 6, = 6, = 1. By
choosing a different initial starting position, the performance of KW can be significantly improved, as
demonstrated in Table 3 for two functions f(x) = —0.001x> and f(x) = 100e~%%6% _ To offer a contrast
with the quadratic function, the second function considered is very steep and has flat tails.

Broadie, Cicek, and Zeevi (2011) compared the SSKW performance with that of KW whose MSE is
highly reliant on the tuning sequences and initial start value.

o
AN
S
o
7o
-
S
o
—A— KW0,=1,0,=1
—— KW 0,=500,6,=4
w 2 KW 6, =90, 8.=5
%’ o Kesten 0,=1, 0. =1
© —@— Kesten 6,=10,6,=5
—%— Kesten 6,=100, 6,=1
0 —©— SSKWo0,=1,0.=1
o
S
o
o
(=]
3 -
o I I I I I
-40 -20 0 20 40
X4

Figure 1: MSE of the 10,000th iterate of KW and Kesten for three parameter settings and SSKW for f(x) = —.001x?,
6 =0.001, a, =0,/n, ¢, = c/n1/4.
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The MSE performance results for f(x) = —.001x*> using KW in Broadie, Cicek, and Zeevi (2011) were
poor because the initial position was chosen to be far from the optimum and the gain size a, was too
small to make any noticeable progress towards it after 10,000 iterations, so the iterates hover around the
initial position. In our numerical experiments, we also consider a, = % and ¢, = lﬁ—‘/;‘ for 6,,6. > 0. If
0, = 6. = 1 as in Broadie, Cicek, and Zeevi (2011), but the initial start value is 0.01 instead of 30, then
the MSE from KW is significantly lower compared to SSKW. The first column in Table 3 compares the
MSE all three algorithms with X; = 0.01, and clearly, KW outperforms SSKW in almost all cases. Of
course, a practitioner would have no way of knowing whether or not the starting iterate was close to the true
optimum, so these results do not indicate that KW will always perform well. They do indicate, however,
that KW exhibits substantial variation in performance.

We also conduct a sensitivity analysis for f(x) = —.001x> with various starting positions X; and
multiplicative constants, 6,,, and 6, and implement SSKW and KW using Kesten’s rule. For the sensitivity
analysis, we considered a wide selection of parameters: 19 initial starting values uniformly spaced within
the truncated interval X; € {—50+5k | k= 1,2,...19}, 45 different 6, values parametrized by 6, € {10° |
k=1,2,...,9,5=0,1,...,4} and 10 different 6, values parametrized by 6. € {10°%k |k=1,2,...,5,s=0,1}.
In total, there are 8550 possible combinations of parameters.

The results show that KW and Kesten’s rule are sensitive to the parameter choice, but near-optimal
performance can be obtained with tuning. Figure 1 plots the MSE of KW for f(x) = —.001x*, ¢ = 0.001
against the initial starting values X; for different sets of parameter choices. These cases serve as a good
representation of the majority of the MSE behaviors among the entire set of results. The case with
0, = 0, =1 is among the worst for KW and Kesten’s rule. The MSE is represented by a nearly vertical
line for both algorithms. For this parameter setting, SSKW beats KW and Kesten’s rule significantly
for all initial values with the exception of X; = 0. For the case where 6, = 90,60, =5, KW outperforms
SSKW in a neighborhood around the optimum. However, there are cases such as 6, = 500, 6, =4 for
KW and 6, =100, 6. =1 for Kesten’s rule that outperform SSKW for all initial start values. Of the 8550
combinations varying all parameters and 450 combinations with X; = 30, KW performs better than SSKW
in 4275 and 215 cases, respectively, suggesting that KW requires some tuning to perform well, but that
there is a fairly wide range of tunable parameters that yield good performance. If KW performs better than
KW, the difference is not as pronounced as when SSKW outperforms KW, but careful tuning can partially
mitigate KW’s sensitivity to parameters such as the initial iterate.

f(x) = —0.001x? [-50, 50] f(x) = 100e 0006 [_50, 50]
X; = .01 X, =30

o | Algorithm 100 1000 10000 100 1000 10000
SSKW [ 5.10x1072  1.70x102  5.00x1073 [ 5.07x10~2  1.68x10~2 4.84x1073

0.001 KW 1074 1074 1074 763.8 653.3 431.4

Kesten | 1.12x10~* 1.08x10~* 1.04x10~* 1077 3x1078 10-8
SSKW | 5.10x107%2 1.70x10~2 5.00x107° 5.07 1.68 4.90x107"

0.01 KW 10~* 10~* 10~* 763.8 653.3 431.2
Kesten | 2.10x1073  2.11x1073  2.05x1073 || 9.54x10~% 2.76x10~% 8.41x10~7

SSKW | 5.10x107%2 1.70x10~2 5.00x107° 165.8 57.4 16.0

0.1 KW 10~4 10~ 10~ 763.4 651.4 418.2
Kesten | 2.01x10~!  2.03x10~!  1.97x107! || 5.65x1072 2.76x10~* 8.41x107°

SSKW | 5.10x1072  1.70x10~%2  5.00x1073 187.2 57.8 18.7

1.0 KW 1074 1074 1074 722.5 562.5 415.7

Kesten 20.1 20.3 19.7 456.9 315.1 239.7

Table 3: MSE of the 100th, 1,000th, and 10,000th iteration for KW and its variates with a, = 1/n, ¢, =1/ nl/4,
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Figure 2 plots the MSE f(x) = —.001x%,a, = 8,/n,c, = 6./n'/*of the 10,000th iterate as a function of
log 6, given 6, = 1,10,40. The case where ¢ = 0.001 is omitted, because the results are similar to those
for 0 = 0.01. For log 6, < 4, the MSE decreases for each given value of 6,. However, for log 6, > 4, the
MSE behaves differently for all noise levels. But, the overall behavior as a function of 6, is similar across
noise levels. The MSE decreases for all 6, as 6, increases, so in the case where 6, = 40, there is a wide
range of 8, values where the MSE of KW is lower than that of SSKW. But the MSE of KW could also
be extremely high if the tuning sequences are not chosen well. Moreover, we investigate the sensitivity of
SSKW to ¢,, which is the upper bound of the scale up factor for {a,} as depicted in Figure 3. The MSE
decreases until ¢,, the maximum scale up factor for {a,}, is equal to 4 and increases for 6 = 0.01,0.1
while it levels off for o € {1.0,10.0} thereafter. It seems that for lower noise levels,i.e. o € {0.01,0.1},
¢, = 4 is a better choice, while ¢, = 10 leads to a lower MSE for ¢ € {1.0,10.0}.

In addition, we implement KW and its variants using the same parameters (a, = 1 /n,c, =1/ n'/ 4 X, =30)
as in Broadie, Cicek, and Zeevi (2011) on f(x) = 10099 (o test the algorithms under the same setting
for a different function. Figure 4 plots the MSE of the 10,000th iterate as a function of the initial
start value. KW and Kesten’s rule outperform SSKW within certain intervals around the optimum for
o €{0.001,0.01,0.1,1.0} and Kesten’s better performance intervals overlap the intervals of KW. However,
the KW using the deterministic step-size 1/n performs better than using Kesten’s step-size where the
intervals overlap, which can be seen in Figure 4. Unfortunately, outside of those intervals, both algorithms
have a tendency to perform poorly. However, for the other four noise levels, the intervals where KW and
Kesten’s rule outperform SSKW are larger. However, there is a tradeoff, since if by chance the initial start
value is closer to the boundary, the difference in performance can be drastic.
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Figure 4: MSE Comparison of KW, Kesten, and SSKW for f(x) = 100e"006x2, a,=1/n, ¢, = 1/n1/4,
n = 10,000.
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4 CONCLUSION

Our objective was to further investigate the MSE performance of KW and its variants and to test the quality
of a finite-time MSE bound for the KW algorithm. From our numerical experiments, SSKW is insensitive
to the initial start value; however, finite-time performance could be further improved by implementing KW
or Kesten with well-tuned parameters, which allows both algorithms to be less sensitive to the initial start
value. An advantage of KW or Kesten’s rule is the ability to fine-tune only two parameters to achieve a
lower MSE compared to a total of eight parameters for SSKW; however, the tradeoff is the potential to
perform extremely poorly if the wrong parameters are chosen. SSKW is more conservative; its MSE is
higher than that of KW or Kesten under good parameter choices but not nearly as high as the MSE of
KW or Kesten when they perform poorly. The performance of the algorithms is heavily dependent on the
chosen parameters as well as the geometry of the functions. Furthermore, our numerical results regarding
the finite-time MSE bound indicate the bound is tight for functions with less noise. In practice, the success
or failure of a KW-like algorithm hinge on problem-dependent factors such as the geometry of the function
and the level of simulation noise. These issues prove difficult to overcome even for adaptive stepsizes. We
hope that this study will shed light on some of these practical factors and help guide practitioners in their
choice of SA algorithm.
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