
Proceedings of the 2013 Winter Simulation Conference 
R. Pasupathy, S.-H. Kim, A. Tolk, R. Hill, and M. E. Kuhl, eds 
 
 
 

MULTI-OBJECTIVE OPTIMIZATION FOR BRIDGE RETROFIT TO ADDRESS 
EARTHQUAKE HAZARDS 

 
 

Nathanael J.K. Brown Linda K. Nozick 
Jared L. Gearhart Natalia Romero 

Dean A. Jones Ningxiong Xu 
  

Sandia National Laboratories School of Civil and Environmental Engineering 
PO Box 5800 220 Hollister Hall 

Albuquerque, NM 87185-1188, USA Cornell University 
 Ithaca, NY 14853, USA 

 
 
ABSTRACT 

Protecting infrastructures against natural hazards is a pressing national and international problem. Given 
the current budgetary climate, the ability to determine the best mitigation strategies with highly con-
strained budgets is essential. This papers describes a set of computationally efficient techniques to deter-
mine optimal infrastructure investment strategies, given multiple user objectives, that are consistent with 
an underlying earthquake hazard. These techniques include: optimization methods for developing repre-
sentative events to characterize the hazard and the post-event condition of infrastructure components, a 
simulation model to characterize post-event infrastructure performance relative to multiple user objec-
tives, and a multi-objective optimization algorithm for determining protection strategies. They are demon-
strated using a case study of the highway network in Memphis, Tennessee. 

1 INTRODUCTION 

Ensuring the continued operations of infrastructures after natural disasters is a pressing national and inter-
national problem. For example, Kunreuther et al. (2009) reports that economic losses from natural disas-
ters have increased 15-fold since the 1950s. While it is clear that there is a need to protect infrastructures 
against the effects of natural disasters, identifying effective strategies when resources are scarce is chal-
lenging.
 Figure 1 outlines an analysis process to identify optimal mitigation investment strategies. The first 
step is to characterize the underlying hazard using appropriate physical models.  This step results in a set 
of earthquake scenarios that match the underlying hazard. The next step is to characterize the damage to 
each infrastructure component under each scenario which reflects component-level impacts based on a se-
lected mitigation. Once the vulnerabilities associated with the infrastructure components are understood, a 
system model is used to assess the performance characteristics of the network. Finally, an optimization 
engine is used to determine the best investment strategy for a given set of objectives.  It is important to 
notice that as the selection of package of protection strategies changes, the system-level behavior of the 
infrastructure changes requiring system-level impacts to be reassessed. Based on the assessment of these 
impacts, the mitigation package is modified.  This process is repeated until an optimal solution is found. 
 The main challenge with the approach described above is that, for most real-world applications, it 
presents significant computational challenges. First, the post-event condition of the infrastructure is inher-
ently uncertain, even under a single known earthquake event. Second, there are always multiple, poten-
tially competing, user objectives. Third, a computationally challenging system-level model is required to 
assess post-event performance. Finally, determining the optimal protection strategy requires many as-
sessments of component vulnerabilities and the resulting system-level performance for each package of 
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mitigation strategies. Without efficient computational strategies for each step of this process, determining 
the optimal protection is computationally impractical. 

 

 
Figure 1: Analysis Structure of Mitigation Investment 

 Several authors have focused on pieces of this problem. Chang, et al. (2000) randomly generates 
10 consequence scenarios for each single event (where about 30 events are used to describe the hazard) 
using the probabilistic information derived for each bridge to analyze the impacts of earthquakes on the 
Los Angeles highway system. Shiraki et al. (2007) extend the analysis in Chang et al. (2000) to consider 
47 earthquake events using 10 Monte Carlo samples of damage realizations of each event.  Our analysis 
can be viewed as a complementary analysis in which we apply optimization to generate the realizations of 
each event in lieu of Monte Carlo simulation. Jayaram and Baker (2010) apply Monte Carlo sampling to 
the San Francisco highway system. They show that about 150 ground motion intensity maps are needed to 
represent the hazard. For each ground motion map they use simulation to assess system performance us-
ing fragility curves.  A novel element of their analysis is the use of data reduction techniques to reduce the 
number of ground motion maps.  As in Shiraki et al. (2007), this analysis can also be viewed as comple-
mentary to that given in Jayaram and Baker (2010) in that we propose a method to generate damage maps 
using optimization instead of Monte Carlo simulation of ground motion maps. Chang et al. (2012) apply 
Monte Carlo sampling to simulate a single earthquake’s intensity, resultant damage to bridges and finally 
resultant bridge residual capacity.  Based on this, they solve 1,000 (one for each scenario for which resid-
ual capacity is identified for each bridge) mixed integer programs where each of 616 bridges can be se-
lected for retrofit subject to a budget constraint. They then rank the bridge retrofit options. 

Other authors focused more heavily on the optimization of retrofit decisions and take the hazard mod-
eling/component modeling more as given.  For example, Liu et al. (2009) employ a generalized Benders 
decomposition solution strategy to identify the bridges to retrofit to minimize post-event travel time under 
a static system-optimal assumption for driver behavior with a budget constraint. They illustrate their ap-
proach on a case study with up to 13 bridges that are candidates for retrofit and as many as 6 earthquake 
scenarios.  Peeta et al. (2010) focuses on optimizing network connectivity post-event. They develop a 
novel solution approach that is shown to be effective on a representation of Istanbul’s highway network, 
which has about 30 links. Furuta et al. (2011) focus on optimizing inspect and repair strategies for bridges 
in a highway network when there are multiple objectives of concern including life cycle costs with seis-
mic risks.  They develop a multi-objective genetic algorithm and illustrate it on a case study with 10 
bridges.  

Our focus is similar to those described above, however our intent is to treat the spectrum of issues that 
arise.  We focus on problems with hundreds of bridges that are candidates for retrofit using dynamic esti-
mates of travel time impacts, on problems that cover a large geographic area, under a stochastic represen-
tation of the hazard when there are multiple objectives of interest.  Given this, we focus on the use of heu-
ristic methods to construct the solution approach. We illustrate this approach through a case study of the 
highway network in Memphis, Tennessee. While this example focuses on determining the optimal set of 
highway bridges to reinforce to protect against the seismic hazards posed to a highway network, these 
methods could be adapted to address other natural hazards and other infrastructure systems. 
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2 MODELING STEPS 

This section describes the computational approaches illustrated in Figure 1, in the context of a case study 
focused on the highway network in Memphis, Tennessee, which is subject to substantial seismic hazards. 
There are three key characteristics associated with the NMSZ which make understanding the consequenc-
es of earthquake events in this zone important. First, studies of historic records of large earthquakes in the 
area suggest that the time between large events is somewhere between 200 to 800 years with an average 
of about 500 years. The last recorded high magnitude earthquake associated with a fault rupture in this ar-
ea was in 1811-1812. Based on the minimum recurrence rate, we might be close to an event (Tuttle et al. 
2002). Second, due to soil conditions, ground shaking in this area is expected to affect a greater area than 
would be expected in California for a similar magnitude earthquake (Gomberg and Schweig 2007). Third, 
since earthquakes in the NMSZ are not as frequent as those on other faults, like San Andreas, there is an 
insufficient understanding of the earthquake risk in the area and therefore mitigation strategies in use may 
not be adequate. 
 For this study we focus on the Memphis road network where the key vulnerabilities are in the 335 
highway bridges built prior to 2000, included in the National Bridge Inventory produced by the Federal 
Highway Administration (2011). Of these 335 bridges, 286 can be retrofitted to reduce their seismic vul-
nerabilities. Therefore, the goal is to select a set of these bridges to reinforce that optimizes several objec-
tives. Figure 2 illustrates the Memphis highway network, the bridges of interest, and the traffic analysis 
zones.  

 
Figure 2. Memphis Highway Network, Traffic Analysis Zones and Bridges (squares). 

 Section 2.1 describes the three objectives that were considered in this study. Two of these objectives 
measure aspects of the post-event performance of the highway network. Measuring these two objectives 
is challenging since they requires characterizing the uncertainty in the seismic hazard and resulting bridge 
damage (Sections 2.2-2.4), as well as simulating the post-event traffic flow over the network (Section 
2.5). Section 2.6 describes the algorithm that was used to determine the optimal investment strategy 
which minimizes these objectives. Section 2.7 presents results for the Memphis highway network.  

2.1 Objectives 

For this study, three objectives were considered. The first objective is to minimize the increase in travel 
time for typical daily travel during the morning commute. The second objective is to control the increase 
in travel time needed for people to reach their nearest hospital. The third is to minimize the cost of the ret-
rofit investments.  It is important to notice that the performance of any package of mitigation investments 
(where a package identifies what retrofit, if any, will be undertaken for each bridge) under each of the 
first two objectives, is described by a probability distribution.  Because there are a range of events that 
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can occur and, for each event, there is uncertainty in the underlying damage that will be done to each 
bridge, a probability distribution is needed to describe the performance in each dimension. 

2.2 Identifying Earthquake Scenarios and their Hazard consistent Probabilities of Occurrence 

The seismic hazard in NMSZ is modeled by identifying a small set of earthquake events and an associated 
probably of occurrence which are representative of the seismic hazard in the region. While seismic haz-
ards can be characterized for each point within the region, we use a scenario approach since the highway 
network is spatially distributed and capturing the spatial impacts of the seismic hazard is essential. We 
identify these scenario events using Vaziri (2012). The core idea in that method is to use optimization to 
select a small set of earthquake events from a larger collection of candidate events which, in aggregate, 
represent the seismic vulnerability in the region. For this analysis we characterize earthquake events by 
peak spectral acceleration (PSA), which is the most relevant term for assessing damage to bridges.  We 
use two sources of candidate earthquakes scenarios. The first source is the 433 earthquakes in the Central-
East United States earthquake scenarios catalog from the USGS (2008). In addition, we use 20 synthetic 
events on 5 synthetic faults created by USGS to represent the hazard in New Madrid. The 20 scenarios 
correspond to each of the 4 possible magnitudes (7.3, 7.5, 7.7 and 8) for ruptures in the 5 different 
branches described in Petersen et al. (2008). Figure 3 shows the location and magnitude of the 8 events 
selected for this analysis. Observe that 6 events from the historical catalog as well as two event from the 
synthetic faults generated by the USGS. 
 

 
Figure 3. Map showing the location and magnitude of the 6 earthquake scenarios selected through optimi-
zation 

2.3 Component Damage Modeling 

We use HAZUS, a loss estimation methodology developed by FEMA (2010), to create estimates of dam-
age to specific bridges for each earthquake scenario.  HAZUS categorizes damage to highway bridges in-
to five classes: no damage, slight, moderate, extensive and complete.  The core mechanism to express the 
relationship between damage state and PSA is a fragility curve (which is defined for each type of highway 
bridge).  Such a curve is illustrated in Figure 4 and is from the HAZUS Manual (2010).  A fragility curve 
is interpreted as follows. If the peak spectral acceleration at 1 second is 0.4g, the probability that the 
bridge experiences at least slight damage is 50%.  This fact implies that the probability that no damage 
occurs is also 50%. Furthermore, the probability it experiences at least moderate, extensive or complete 
damage is 37%, 18% and 10%, respectively. Bridge mitigation changes the fragility curve which implies 
a generally lower probability of having higher levels of damage.  
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Figure 4: Example Fragility Curves for a Class of Highway Bridge (non-California, built prior to 1990 of 
conventional design with length >150 m). 

2.4 Consequence Scenario Construction 

Since the damage state is uncertain under a given earthquake scenario, we use an optimization model to 
generate a family of consequence scenarios for each earthquake event. This optimization model is an ex-
tension of that described in Gearhart et al. (2011) which first introduced the notion of creating a family of 
consequence scenarios to describe the joint distribution of earthquake damage for spatially distributed in-
frastructure systems. Gearhart et al. (2013) extended that idea to include correlation in damage. In the in-
terest of space, see Gearhart et al. (2011 and 2013) for a thorough discussion of other research that ad-
dresses the creation of consequence scenarios. 

We extend that formulation to construct consequence scenarios to include the impacts of mitigation. 
That optimization model is given by the equations below where D is the number of damage states from 
the loss methodology (5 in the case of HAZUS), K is the number of bridges, and J is the desired number 
of consequence scenarios for the event interest. Further, let m be 0 and 1 to indicate that a bridge is not 
mitigated or is mitigated, respectively. Also let 𝜋𝑘𝑚𝑑 be the probability that bridge 𝑘 (𝑘 = 1, … ,𝐾) falls 
into damage state 𝑑 (𝑑 = 1, … ,𝐷) given the bridge mitigation state is 𝑚 (𝑚 = 0,1). For HAZUS this 
would correspond to the probability of being in the relevant damage state from the fragility curve. We let 
𝜎𝑘𝑚𝑘′𝑚′ be the covariance in the damage between pairs of bridges 𝑘 and 𝑘′ given bridge 𝑘 mitigation state 
is 𝑚 and bridge 𝑘′ mitigation state is 𝑚′, where 𝑚,𝑚′ = {0,1}.  

The objective is to select bridge damage states for each scenario and determine the associated conse-
quence scenario probabilities so the implied statistical measures match the actual statistical measures as 
closely as possible. In this case, the model seeks to match both the marginal probability for each damage 
state for each bridge and the covariance in those damage states. The objective function (1) measures the 
sum squared errors of the deviations from the marginal probabilities (𝑒𝑘𝑚𝑑) and the covariance terms 
(𝜁𝑘𝑘′𝑚𝑚′). The term 𝛽 is used to assign priority to each of these objectives. Equation (2) computes the 
deviation in the damage state probabilities for each bridge based on the consequence scenarios construct-
ed and these probabilities as given by the loss estimation methodology. Equation (3) gives the differences 
between the actual and implied bridge damage state covariance terms. Equation (4) ensures that each 
bridge is in exactly one damage state for each scenario, under each mitigation strategy. Equation (5) sets 
upper and lower bounds on the scenario probabilities. These bounds can be used to limit the sj variables to 
values between 0 and 1, however more restrictive bounds can be used. Equation (6) ensures that the sum 
of scenario probabilities is equal to 1.  Equation (7) requires that for each consequence scenario, each 
bridge is either in a specific damage state or not in that damage state.  
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∑ 𝑒𝑘𝑚𝑑
2

𝑘𝑑 + 𝛽 ∑ 𝜁𝑘𝑘′𝑚𝑚′
2

𝑘𝑘′𝑚𝑚′                                                  (1) 
∑ 𝑠𝑗𝑏𝑗𝑘𝑚𝑑𝑗 + 𝑒𝑘𝑚𝑑 = 𝜋𝑘𝑚𝑑, 𝑚,𝑘,𝑑,                                                 (2) 

( )( )' ' ' 'jkd jkd j jk d jk d j j kk kkj d jd d jd
db db s db db s s ς σ− − + =∑ ∑ ∑ ∑ ∑ '|', kkkk ≠∀ , 𝑚,𝑚′,   (3) 

∑ 𝑏𝑗𝑘𝑚𝑑𝑑 = 1, 𝑚,𝑘, 𝑗,                                                               (4) 

𝑠𝑚𝑖𝑛 ≤ 𝑠𝑗 ≤ 𝑠𝑚𝑎𝑥,                                                               (5) 

∑ 𝑠𝑗𝑗 = 1,                                                                   (6) 

𝑏𝑗𝑘𝑚𝑑 ∈ {0,1}, 𝑚, 𝑗,𝑘,𝑑.                                                         (7) 

 
We use an iterative heuristic algorithm to solve the above formulation. That algorithm iterates be-

tween identifying the composition of each consequence scenarios (𝑏𝑗𝑘𝑚𝑑) and optimizing the scenario 
probabilities. We use local search to optimize the variables 𝑏𝑗𝑘𝑚𝑑 and the nonlinear solver in MATLAB 
to identify the scenario probabilities, 𝑠𝑗. 

Only two of the six earthquake scenarios illustrated in Figure 3 were used since only they produce 
enough ground shaking to cause sufficient damage to the highway system. For each earthquake, 20 con-
sequence scenarios were constructed as the basis for the highway network performance assessment. Since 
each consequence scenario has an associated damage level with and without mitigation, the post-event 
states of network components can be “looked-up” for a given mitigation strategy without the need to gen-
erate a new set of consequence scenarios. The efficiency provided this scenario-based approach is essen-
tial for being able to accomplish the next two steps: evaluating the network performance and optimizing 
the investment strategy. 

2.5 Assessing Performance Objectives Under Specific Mitigation Strategies 

As previously stated, for this case study, there are three objectives to be minimized: cost to reinforce 
bridges, total peak period travel time, and travel time to the closest hospital. For the this study the rein-
forcement costs were assumed to be 10% of the replacement cost of the bridge (which is an element in the 
National Bridge Database). Assessing the other two objectives is more complicated since they are based 
on the results of simulating the performance of the highway network under each consequence scenario. A 
dynamic traffic assignment (DTA) algorithm was used to simulate the post-event performance of the 
highway network.  
 The results of this model were then used to assess the last two objectives. We use Dynamic User 
Equilibrium (DUE) as the underlying behavioral assumption in the DTA algorithm we employ. The un-
derlying behavioral assumption behind DUE is that each individual traveler dynamically chooses a route 
that minimizes their travel time to the destination. That is, as travel conditions change on the network, 
drivers adapt so as to minimize their travel time. DUE is a generalization of user equilibrium (UE), which 
is a static analysis which simply assumes that each traveler selects a fixed path that minimizes their travel 
time. The generalization of UE to DUE allows for a more accurate representation of the traffic dynamics 
as they unfold over time. However, it also requires the development of an origin-destination (OD) table 
for each time period during the planning horizon. We use 15 minute time periods over a three-hour time 
span (6AM-9AM) to represent travel during the peak period, about 560,000 vehicle trips. The translation 
of the OD table for the peak period into a series of OD tables (one for each period) is accomplished based 
on data in the Memphis Metropolitan Planning Organization Long-Range Plan (2011). The DTA algo-
rithm employed is discussed at length in Li et al. (2012) and a comprehensive review of the DTA litera-
ture can be found in Peeta and Ziliaskopoulos (2001). 

The consequence scenarios described in Section 2.4 give the physical damage to each bridge in the 
form of a damage level (or state). Before the DTA can be run for a post-event consequence scenario, it is 
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necessary to translate this physical damage into a characteristic of the transportation network. This trans-
lation consists of modifying the capacities of the links that cross over or under the affected bridges. For 
roadways that are on bridges, the capacities are reduced to 50% when there is slight damage and 0% when 
there is moderate, extensive, or complete damage. For roadways under a bridge, the capacity is reduced to 
0% when the damage level is moderate or greater. In the event that a roadway interacts with several 
bridges, the most restrictive capacity is used.  

The DTA algorithm calculates the time required to travel from each origin to each destination by de-
parture time, or gives an indication that the destination can no longer be reached. For the hospital connec-
tivity measure we use the 75th percentile of the travel time distribution for each origin to the nearest hospi-
tal.  The travel time to the nearest hospital from a given origin is a distribution, because under each 
consequence scenario the damage to the network is different and the travel times vary over the morning 
peak. It is also possible that for a given origin, the closest hospital changes as the traffic fluctuates over 
time, even within the same consequence scenario. In computing the hospital connectivity measure, we use 
a piecewise linear penalty term that is weighted by zone importance and applies increasingly larger penal-
ties to discourage longer travel times. For example, travel times between 0-8 minutes are penalized with a 
weight of 0.1 since this is an acceptable travel time to reach a hospital. Travel times that are between 8-16 
minutes are penalized with a weight of 1, and this weighting increases as the travel times increase. When 
no hospital can be reached for a given origin, a large penalty of 10,000 is used in place of the travel time. 

2.6 Optimization Algorithm for Retrofit Selection 

Given the identified earthquake scenarios and associated consequence scenarios (and their hazard-
consistent probabilities of occurrence), an optimization algorithm using the objective functions described 
was developed to estimate the efficient frontier of retrofit policies.  The goal of this optimization model is 
to select a set of bridges to reinforce so that the three objective functions are minimized. Since it is diffi-
cult to assign priorities to each of these objective functions a priori this algorithm takes the approach of 
constructing Pareto frontiers so that decision makers can understand the tradeoffs. This algorithm com-
bines a Genetic Algorithm (GA) with local search methods to create a set of Pareto optimal points similar 
to the techniques referenced in Konak et al. (2006) and Deb (2012).  
 The gene used for this algorithm is simply a vector of binary decision variables, where each entry in 
the array corresponds to a bridge ID. Each individual in the initial population is initialized by randomly 
choosing the reinforcement decision for each bridge. For each individual, the performance attributes are 
assessed using the DTA algorithm. Each new solution can be checked against the set of Pareto optimal 
points P, and the set P can be updated as necessary by including non-dominated solutions as defined in 
Deb (2012). Non-Pareto solutions are also stored with their fitness measured  by calculating their smallest 
Euclidean distance from any of the Pareto points in P using the three objective values as the solution 
space coordinates. 

Each new pair of individuals is created via genetic crossover of two parents selected from the solution 
pool.  A randomly selected cut point in each parent’s gene determines the new child genes by combining 
the first part of the first parent’s gene with the second part of the second parent’s gene for the first child 
and vice versa for the second child. The selection of parents is random but is biased towards points near 
the frontier. Points on the frontier are three times as likely to be selected as points furthest from the fron-
tier, with the likelihood for intermediate points varying linearly between these two extremes based on the 
fitness score.  

Mutation is employed to add diversity to the solution and counter the tendency for crossover to pro-
duce homogenous populations as described in Sait (1999). Using a custom implementation of the varia-
ble-rate of mutation strategy, mutations are based on the level of consistency amongst bridge reinforce-
ment strategies across the population of solutions. The percentages TH and 100-TH are defined to represent 
thresholds for which a bridge is considered to be reinforced or not reinforced “most of the time”, respec-
tively, where TH was selected to be 25%. A similarity ratio is used to determine the percent of bridges that 
fall into either of these categories for the given population and provides a measure of the consistency of 

2481



Brown, Gearhart, Jones, Nozick, Romero, and Xu 
 

bridge reinforcement strategies across the population. As this ratio increases, the mutation rate increases 
up to a maximum value of 5%, if there is complete consistency across all bridges. The number of muta-
tions that will occur is determined by multiplying the population size, the number of bridges and the mu-
tation rate. Mutations are performed by iteratively selecting random members of the population with 
equal probability. Then a bridge is selected for mutation (state inversion from reinforced to not reinforced 
or vice versa) by randomly selecting from the consistent bridges in their consistent state. If no bridges 
meet this criteria, then any random bridge is selected for mutation. This process is repeated until all muta-
tions have been made. To prevent a mutation from being negated, a bridge whose state has been modified 
cannot be changed in the same mutation cycle. 

The standard GA is modified to include a local search step after each new individual has been created 
which is repeated multiple times until the desired number of solutions is obtained.  After assessing a solu-
tion, the model explores  neighboring solutions by selecting a single bridge and changing its reinforce-
ment strategy. Since changing the reinforcement strategy for a single bridge is unlikely to change the 
damage state in all scenarios, only those scenarios where the damage state changes need to be reevaluat-
ed.  This technique of scenario differencing provides a roughly 15% improvement in the efficiency of the 
algorithm. In order to maximize the chances of reaching a better solution given the large number of possi-
ble permutations (2286), the choice of bridge to select is biased by the number of scenarios that will be im-
pacted by changing the reinforcement strategy. For example, a bridge reinforcement change which im-
pacts 30 scenarios is more likely to be selected over one that affects only 20 scenarios. This approach 
encourages the local search algorithm to focus on modifications that will have the largest potential impact 
on the network.  

2.7 Investment Strategy Optimization Results 

On a single compute node (8 Nehalem X557  processors running at 2.93 GHz with 12 GB of RAM), the 
DTA requires 12 minutes to evaluate a single solution with 40 scenarios.  In order to generate a signifi-
cant number of solutions in a reasonable amount of time, 100 processes (across 50 nodes) are executed in 
parallel.  The initial estimate of the Pareto frontier is created by evaluating the 2 extreme strategies: all 
bridges reinforced and no bridges reinforced.  Each process evaluates a single strategy across all 40 sce-
narios then does a local search where it generates 10 additional neighboring solutions.  The master pro-
cess updates its Pareto Frontier with all solutions collected from each child process.  The collection of 
new solutions are ranked based on their Pareto fitness (as described in Section 2.6) which is used to bias 
the selection of solutions used in the generation of new mitigation strategies via crossover and mutation.  
Each sub-process is sent a new mitigation strategy, along with the updated frontier, so that another eval-
uation can be executed.  This procedure is repeated 10 times by the optimization engine for a total 
runtime of 18 hours and 22 minutes.  Figure 9 illustrates the frontier across all 3 objectives where the area 
of each data point is proportional to the mitigation cost. In order to illustrate the results for a few select 
solutions, the following four solutions are indicated on Figure 9: no bridges mitigated, all bridges mitigat-
ed, a solution where 83 bridges were mitigated, and a solution where 185 bridges are mitigated. 
 Table 1 compares the objective values for each of these solutions and gives the pre-event travel time 
and hospital objective when there is no damage to the network. The no mitigation and all-mitigated cases 
give an upper and lower bound on these two objectives, respectively. The all-mitigated case also shows 
the lowest possible deviation from the pre-event case given the current mitigation options. The travel time 
objective for the all-mitigation case is nearly twice the pre-event case, implying that when all bridges are 
mitigated the cumulative travel time of all vehicles is still doubled, post-event. 
 The results in shown in Table 1 and Figure 9 provide several insights when considering an investment 
strategy. First they help the decision maker bound the potential impact by showing consequences of the 
“invest in everything” and “invest in nothing” strategies. A decision maker could also use these results to 
understand the best possible improvements for a given budget or conversely the minimum budget that is 
required to meet target performance levels in one or both of the remaining objectives. Finally, for a fixed 
cost level the decision maker could explore the tradeoffs between the two remaining objectives. 
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Figure 9: Pareto Frontier, Cost, Travel Time and Hospital Connectivity Objectives 

Table 1: Comparison of Objective Values for Four Select Mitigation Strategies. 

Objective Pre-Event  
(No Damage) 

No  
Mitigation 

83  
Bridges 

185  
Bridges 

All  
Mitigated 

Cost ($ thousands) N/A $0 $49,650 $100,400 $194,500 
Travel Time (million vehicle 
minutes) 

6.0 13.5 12.7 12.3 12.1 

Hospital Connectivity 1,106.16 3,278.25 1,505.10 1,315.08 1,253.13 
  
 While the meaning of the cost and travel time objectives are intuitive, the meaning of the hospital ob-
jective is more difficult to interpret. Table 2 illustrates how the hospital objective relates to individuals. 
The first column shows bins of travel times. Since the travel time to the nearest hospital varies from 6AM 
to 9AM, the 75th percentile of travel times over that timeframe was used to represent the travel time for 
each zone. The pre-event column shows the population that can reach a hospital within each interval of 
travel times, based on population data available from the U.S. Census Bureau. The columns for each of 
the four mitigation strategies show the change in the number of people who will be able to reach the hos-
pital for each travel time interval after the event. Observe that for all four mitigation strategies, the popu-
lation that is able to reach the hospital in 0 to 8 minutes is decreased, and is increased for all other time 
intervals. As more bridges are reinforced, the population in 0 to 8 minute time interval increases, whereas 
it decreases in the other time intervals. When no bridges are mitigated, nearly 95,000 people are unable to 
reach a hospital in 0 to 8 minutes. Mitigating all bridges reduces this number to about 27,000 people. 

 
 
 
 
 

2483



Brown, Gearhart, Jones, Nozick, Romero, and Xu 
 

Table 2: Comparison of Hospital Connectivity of Four Mitigation Strategies to Pre-Event Connectivity. 

75th Percentile of 
Travel Times to 

Hospital 

Expected  
Population Difference from No Damage Case, Post-Event 

Pre-Event No Mitigation 83 Bridges 185 Bridges All Mitigated 
0-8 Minutes 853,855 -94,868 -72,440 -49,280 -26,656 

8-16 Minutes 216,712 +75,791 +56,684 +40,071 +20,207 
16-24 Minutes 69,646 +8,918 +8,171 +5,562 +4,654 
24-32 Minutes 17,379 +6,933 +5,924 +3,096 +1,489 
32-40 Minutes 3,046 +1,572 +1,292 +365 +129 
40+ Minutes 0 +172 +141 +15 +10 
Disconnected 0 +1,366 +112 +55 +52 

 
 Finally, Figure 10 compares the expected traffic flow for the no mitigation case to the case when 185 
bridges are reinforced, for a small section of the road network near the Mississippi River. The green lines 
with black outlines represent the roadways. The thickness of these lines corresponds to the expected total 
traffic flow over each link during the given timeframe. The solid and hollow black squares represent 
bridges that are and are not reinforced, respectively, for the given solution. A red line is drawn along In-
terstate 55 to indicate the roadway of interest. In the solution where 185 bridges are mitigated, nearly all 
bridges along this route are mitigated, which increases the expected flow on this section of roadway. 
 

 
Figure 10: Comparison of the Expected Traffic Flow for a Section of Interstate 55 for the No Mitigation 
(left) and 185 Bridge Mitigation Solutions (right), over the AM peak period. 

3 CONCLUSIONS 

In order to provide decision makers with a useful spectrum of options for choosing how to maximize in-
frastructure investments across multiple objectives, the development of a Pareto frontier is essential.  
While the techniques describe above are illustrated for a particular hazard and infrastructure, they were 
developed with the intention that they could be applied to other infrastructures (i.e. electric power) and 
hazards (i.e. hurricanes) as long as a systems model and efficient techniques for characterizing the hazard 
and resulting consequences exists. This paper demonstrates that even when infrastructure simulation 
models are required to assess system performance, the combination of an efficient hazard model and a 
standard GA with an intelligently-biased local search and variable rate of mutation, can generate a useful 
set of Pareto solutions on a large-scale, real-world problem. 
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