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ABSTRACT

Traditional instruction and information delivery methods, as well as memorization are still largely considered the cornerstones of STEM education. Meanwhile, a growing number of students exhibits strong tendency toward technology-based student-centered learning. It is thus imperative that if instructors do not keep up with the pace of technology, soon they will not be able to properly teach students how to effectively work in collaborative and invigorating settings. This paper reports on the findings of an ongoing research that aims at incorporating mobile context-aware visual simulation into STEM education. So far, the authors have used construction and civil engineering as a test bed and developed a mobile augmented reality (AR) visualization platform that allows students to: (1) enhance the contents of their textbooks with computer-generated virtual multimedia and graphics, and (2) interact with context-aware simulated animations. The developed methods have been successfully tested in classroom-scale experiments using real student populations.

1 INTRODUCTION

Integration of knowledge with authentic scientific practice has become the new framework for the next generation of science education standards which are shaped around meaningful contexts and communities that are easy-to-relate for students (Quinn et al. 2011). However, studies indicate that most construction and civil engineering curricula are still relied on traditional teaching methods that are neither adequate to prepare students for onsite tasks nor motivating enough to stimulate their interest in the subject matter for further explorations. In recent years, an increasing number of construction and civil engineering students have exhibited problems in understanding and applying fundamental engineering concepts due to the lack of engaging hands-on experiments and collaborative learning opportunities. As a direct consequence of this problem, many students have to spend a considerable amount of time upon graduation to gain technical and practical knowledge by taking remedial classes or enrolling in employer training programs. Research also shows that the number of students pursuing construction and civil engineering is decreasing especially in North America (Nehdi 2002) due to the (false) common perception among the new generation of technology savvy students that these disciplines are old and thus, cannot keep up with the rapid pace of technology advancements. This lack of motivation has been cited in previous studies as a major cause of not participating, persisting, and putting major effort on the part of students to excel in their education (Keller 1979; Csikszentmihalyi and Csikszentmihalyi 1992; Efklides et al. 2001). Considering these facts, the research presented in this paper aims to design, implement, test, and assess a new technology-based pedagogical methodology based on augmented reality (AR) visualization to support the prospect of a more engaging learning experiment for construction and civil engineering students and instructors. The experimental design of the developed framework is illustrated in Figure 1. In
the longer term, this research will seek opportunities to expand its application domain beyond construction and civil engineering and to other STEM disciplines.

During the past few years, AR and tangible user interfaces (TUIs) for tabletop environments have received a lot of attention in educational applications. Researchers have stated that new technology such as virtual reality (VR) and AR have a positive impact on students’ motivation (Di Serio et al. 2012). Several empirical studies have been performed to evaluate the impact of AR and TUI platforms on education (Zhong et al. 2003; Dong and Kamat 2011). Despite the variety of disciplines that used these tools, almost all such studies indicated that AR and TUIs can be of great potential to classroom learning. In a nutshell, AR allows the learner to interact with an environment consisting of a mix of real and virtual objects in ways that are not possible otherwise. For instance, scenarios that are hard to create in a pure real world or a digital environment can be conveniently created and simulated in immersive AR. The seamless transition between real and virtual worlds will lead to a new level of educational experience (Billinghurst 2002). However, although several AR and TUI systems have been developed for education, very few have been actually deployed and evaluated in real classroom settings. This has motivated the authors to not only design and implement a mobile context-aware AR visual simulation platform but also systematically integrate and evaluate the effectiveness and real added values of the implemented pedagogical paradigm in enabling students to expand their understanding of basic engineering knowledge.

2 LITERATURE REVIEW

2.1 Augmented Reality and Education

AR enhances the visual, aural, and tactile senses with virtual or naturally invisible information superimposed on top of the real world. It enables the preservation of the real user environment that provides a reference frame for user actions, thus making a visual and haptic interface which changes the human-computer interaction to a more natural phenomenon (Azuma 1997). In short, AR supplements real-world perception and interaction and allows the user to view a real environment augmented with computer-generated 3D information. The creation of AR environments requires designing virtual
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representations and displaying them over the views of the real world. Compared to VR, the model engineering task (the process of creating, filtering, rendering, and displaying the virtual content) in AR is less computationally intensive for it is not necessary to create and render detailed 3D models of objects that are part of and already represented in the real world. Moreover, in mobile AR interfaces that can be launched on smartphones and tablet devices, users can interact with virtual objects without having to wear expensive and bulky equipment such as head-mounted displays (HMDs) (Wojciechowski et al. 2004) while the real-world is conveniently captured by the device built-in camera. This allows users to have a portable and ubiquitous AR tool in their hands that can be launched and used on-demand. While AR simulation and visualization provide potentially transformative benefits, they present unique technological, managerial, and cognitive challenges to the learning process (Dunleavy et al. 2009). For instance, the small size of the screen (in smartphones) and image distortion (considering the limitations of mobile processors) are to certain extents considered as disadvantages of mobile AR applications.

As far as educational values of AR are concerned, scientists have investigated three fundamental principles about the human information processing system for learning: (1) dual channels which refers to people who have separate channels for visual and verbal processing, (2) limited capacity which refers to the limited capacity of human’s brain to process several materials simultaneously, and (3) active processing which suggests that meaningful learning occurs when students engage in appropriate cognitive processing (Mayer 2005). Considering these principles, the authors designed and implemented the mobile context-aware AR pedagogical tool to enhance the learning quality by adding visual simulated information to regular textbooks and through engaging students in a more interactive and collaborative classroom environment.

Unlike virtual environments, in AR users are able to directly communicate with one another which can enhance and support the collaboration aspects associated with learning. Previous studies summarized the main potentials of AR applications as improved spatial and practical skills, conceptual understanding, and inquiry-based activities (Cheng and Tsai 2012). Scientists have shown that by allowing users to physically move in the real world (as the spatial context) while interacting with virtual objects, mobile AR applications can create opportunities for better learning with long-lasting impact (Dunleavy et al. 2009). Conducting hands-on experiments facilitates more effective learning that can be directly applied to the real world. Therefore, if properly used, AR not only does combine the real world experience with the learning process, but it can also create interactive and collaborative educational scenarios which motivate students to communicate with each other, focus on the goal of learning the presented contents, and further collaborate and participate in group discussions even outside the classroom. A thorough study of these and several other recent work aimed at evaluating the educational impact of AR has motivated the authors to pursue an inclusive approach to use AR visual simulation in engineering education. In the presented research, and for proof-of-concept experiments and validation scenarios, construction and civil engineering was used as a test bed. However, the findings of this project are ultimately sought to be generalized to and useful in broader areas of STEM education.

2.2 Related Work in Construction Engineering

Within the past few years, AR applications have been developed and implemented to assist in collaborative education (Kato et al. 2000; Patel et al. 2005; Walczak et al. 2006). These types of applications can be used to bring unavailable objects such as heavy and expensive instruments into classrooms, simulate hazardous or unsafe scenarios such as construction jobsite operations, or visualize hard-to-explain concepts such as how different tools function. Therefore, AR environments can be a great asset in a wide range of scientific and engineering domains (e.g. math and physics, chemistry, history, engineering). Within the construction engineering domain, AR can be used for onsite information delivery and enhancing field operators’ awareness. Dunston (2009) discussed a number of technical issues associated with the application of AR systems in construction including displays, tracking, and calibration. Chen and Wang (2010) presented a framework for multi-disciplinary collaboration, discussed
that tangible AR is a suitable system for design collaboration, and illustrated the needs for integrating TUIs and AR systems. Furthermore, Wagner and Schmalstieg (2003) presented a 3D AR navigation application that guides a user to a desired location inside an unknown building. A comprehensive review of visualization applications in construction was presented by Kamat et al. (2010) where the state-of-the-art in discrete-event simulation (DES)-based AR and VR visualization as well as the application of AR visualization in field progress monitoring, were reviewed. Regarding the educational and training aspects of AR in construction, Dong and Kamat (2010) presented the design of a robust general-purpose mobile computing framework that allows users to create complex AR visual simulations. More recently, a framework for collaborative AR-based modeling environments for construction engineering was introduced in which location-aware AR was integrated into the teaching and learning experience (Behzadan et al. 2011).

Despite all such recent efforts, a major gap in knowledge that still remains is the lack of a proper and systematic assessment methodology to evaluate the short and long term benefits of such advanced technologies to the performance of students and trainees. Therefore, the presented research tries to also fill in this gap by conducting a comprehensive performance assessment of the AR pedagogical tool in real classroom settings and presenting the results in a meaningful format to facilitate future research in this area.

3 BACKGROUND STUDENT SURVEY

As stated earlier, in this research, construction and civil engineering education was used as a test bed to conduct pilot studies and collect student performance data before and after the implementation of the AR-based pedagogical tool in the classroom. The first step to achieve this goal was to conduct a background student survey. To this end, 166 undergraduate (junior-level) civil, construction, and environmental engineering students were asked to respond to a questionnaire with the goal of collecting information about the familiarity of students with terms such as VR and AR, and gauge their overall interest and opinion about the use of technology in classroom. This survey was administered by the authors during two academic semesters (Fall 2012 and Spring 2013). Figure 2 shows the breakdown of respondents in terms of gender and academic discipline.

![Figure 2: A background survey was conducted using a large engineering student population.](image)

The survey results indicated that a large percentage of students had a good prior knowledge about terms such as VR and AR and also were competent enough to install and use a mobile application on their smartphones or tablet devices. As shown in Figure 3, 92% of participants responded that they owned a smartphone, a tablet device, or both which by itself, was a clear indication that the latest technology has
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become a ubiquitous part of students’ daily routines and that students have easy access to mobile devices. As far as the learning mechanism is concerned, there are two important components regarding students’ awareness of cognitive processing and their control over it, a concept that is commonly referred to as “metacognition” (Harrison 1991): (1) awareness which is to know how one learns, and (2) control which is to know how to monitor and control one’s learning. Therefore, the survey also included questions regarding students’ awareness of their learning process and their suggestions about using technology and visual information in addition to traditional learning methods. As shown in Figure 4, the survey revealed that 90% of the students conceived themselves as visual learners and agreed that they would learn better when the instructor used 2D or 3D visualization or multimedia to teach abstract engineering and scientific topics. Also, more than 50% of respondents suggested that they would learn better when working in a collaborative setting and playing a role in a group during the learning process.

Figure 3: A solid majority of students owned a smartphone, tablet device, or both.

Figure 4: (a) 90% of students identified themselves as visual learners, (b) 52% of students identified themselves as team players.

These observations were also verified by a number of previous studies that stated that most engineering students are visual learners and will learn better when working in collaborative and interactive environments (Felder and Silverman 1988; Dong et al. 2013). Considering the collective results of this and similar surveys, a multi-stage research hypothesis was established that using an interactive and immersive technology-based tool to deliver context-specific visual information to students
in a classroom setting will improve their learning experience, increase their knowledge, motivate them to further study and discuss course topics, and help them relate the abstract concepts to real-world problems. The rest of this paper will provide a detailed description of the methodology designed to prove this hypothesis. In particular, steps taken to design, implement, and assess a mobile context-aware AR visual simulation tool will be discussed.

4 SYSTEM DESIGN AND METHODOLOGY

The pilot study conducted by the authors involved the design of a context-aware AR visual simulation application to deliver on-demand supplementary information about the materials presented in an ordinary engineering textbook to students. It should be noted that the goal of this study was not to completely replace traditional lecture delivery techniques with AR-based information delivery. Rather, the intention was to test whether providing students with this additional layer of visual information will facilitate more interaction between students and foster deeper and more complete learning, given limited face-to-face time instructors can have with every student during the class. The following Subsections will provide a detailed account of the main features and components of the developed mobile AR pedagogical tool. Figure 5 shows screenshots of the experiments conducted using this tool.

![Figure 5: Digital virtual multimedia objects are superimposed over images of a textbook.](image)

4.1 Input and Output System

In order to have convincing and realistic AR visualizations, it is necessary that real and virtual contents are fully aligned inside the user’s viewing frustum (Kamat and Behzadan 2006). This is achieved through a registration process. There are two major registration techniques in AR visualization: marker-less, and marker-based. A marker is a tracking symbol which is essentially a 2D graphical sign printed on a piece of paper. AR applications that use marker-based registration (a.k.a image-based AR tools) allow developers to link certain virtual content (e.g., video, audio, images, or simulated animations) to each marker. As soon as a marker is visible through the input device (e.g., camera, HMD), virtual information assigned to that marker is overlaid on top of the user’s view. In marker-less AR (a.k.a. location-based AR), the user can define other conditions for a virtual object to be displayed. For example, the 2D or 3D coordinates of a specific point in the real world can be linked to computer-generated virtual information.

In this research and as shown in Figure 6, each student first uses the built-in camera of his or her web-enabled handheld device to scan a printed 2D symbol, known as a Quick Response (QR) code. This is necessary to find the proper context. For instance, each QR code can represent a unique textbook. By scanning this code, the AR application detects the textbook and provides access to the corresponding repository of virtual content. Once the QR code (i.e., context) is detected, students can turn pages and look at different images in the textbook through the viewpoint of the mobile camera (See Figure 7). These images are hereafter referred to as tracking images. As soon as each tracking image is detected by the AR
application, students will be able to view supplementary visual contents and interact with the simulated objects to receive information in addition to what is provided in the book.

Figure 6: Students use the built-in camera of their mobile devices to scan a QR code.

Figure 7: Virtual contents are displayed on student’s handheld device for viewing and interaction.

4.2 Developed AR Software

In order to develop and implement a scalable design for a mobile AR platform, an open-source third-party web-based programming environment (available for both Android and iOS devices) was used (Junaio 2012). Using this application, virtual computer-generated information are stored on a remote web domain and linked to an online channel (corresponding to a unique QR code representing the context). The benefit of this approach is that all virtual contents are centrally saved and updated on a host server maintained by the application developers. Therefore, there is no need for storing large volumes of information on individual end-user devices. Necessary visual information is downloaded in real time and delivered to each mobile device using the internet (Wi-Fi or 3G-4G mobile connection). This also eliminates the need for updating the virtual content on each and every individual handheld device. Application developers can run a single update on the remote server which will automatically update end-user mobile devices. All data processing and transfer methods used to develop the AR application used in this research are programmed in the Hypertext Preprocessor (PHP) language.
5 VALIDATION AND RESULTS

The designed AR-based learning tool was tested in an undergraduate construction engineering course at the University of Central Florida (UCF) during the Spring 2013 academic semester. In particular, the authors selected a senior-level undergraduate course (CCE4004 – Construction Methods) with a total enrollment of 16 students to test the hypothesis of this research. A sample chapter from a construction methods and management textbook (Nunnally 2007) that covered topics in construction site investigation and soil sampling was selected and enhanced using computer-generated visual information. The developed tool allowed students to scan different images and graphs inside the book chapter, and receive context-specific virtual information (e.g. 2D and 3D models, video, and sound) as they looked at different pages. Before, during, and after this experiment data was collected about how students described and comprehended the advantages or disadvantages of participating in an AR simulation-based learning environment. In order to study how collaboration can facilitate learning, students were arranged in several groups to work together and discuss their ideas (see Figure 8).

![Figure 8: Students worked in groups to discuss their understanding of the topic using the AR tool.](Image)

All participants completed the experiment successfully and then filled out an anonymous questionnaire about their experience working with the mobile AR visual simulation platform, as well as reflected on their thoughts about using this or a similar system in the future. Based on the responses received in the post-experiment questionnaire, students reported that the technology-mediated narrative and the interactive, situated, collaborative affordances of the AR simulation were highly engaging, especially among those who had less prior knowledge about the selected course topic. Each statement in the questionnaire was measured according to a five-point Likert scale ranging from 1 (lowest) to 5 (highest). The distribution of responses to two sample questions from this survey are shown in Figure 9, and the results of statistical analysis of each set of responses is presented in Table 1. As shown in this Table, the mean value of Q1 was 4.00 with the standard deviation of 0.76 which is an indication of a high satisfaction rate among students with the new learning procedure. Furthermore, with regards to Q2, the mean was 3.88 and the standard deviation was 0.99 which implies that the majority of students were enthusiastic about using this new AR application in other classes and topics.

A thorough analysis of student responses to the open-ended questions in this questionnaire showed that most of the students found the AR tool very interesting and admitted that it helped them better learn the material by providing more in-depth visual information about the course material. They also thought that the AR tool made the lecture more interactive while still pertaining to relevant topics. However, a few respondents thought that the tool was distracting and in some cases difficult to work with especially when the handheld device was not held properly when scanning images. They preferred to instead,
receive the same visual information via computer slides. All in all, the students’ attitude toward the AR tool was positive and the majority of them found it very to somewhat useful.

![How do you rate your learning experience in this class?](image)

![How likely will you recommend this tool to your schoolmates and instructors for other courses?](image)

Figure 9: Distribution of responses to sample statements from the post-experiment questionnaire.

<table>
<thead>
<tr>
<th>Sample Survey Question</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1: How do you rate your learning experience in this class?</td>
<td>4.00</td>
<td>0.76</td>
</tr>
<tr>
<td>Q2: How likely is it that you recommend this tool (or a similar AR tool) to your schoolmates and instructors for other courses?</td>
<td>3.88</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Table 1: Statistical analysis of data describing responses to the post-experiment questionnaire.

6 CONCLUSIONS AND FUTURE WORK

The goal of this paper was to present the latest findings of an ongoing study aimed at using context-aware mobile AR to improve the quality of education and training in engineering and science. The authors used construction and civil engineering as a test bed to validate and assess the impact of AR-based learning in classroom settings. In a pilot study conducted by the authors, parts of an ordinary engineering textbook were enhanced using 3D and multimedia visual simulations. Students were then asked to use their smartphones or tablet devices to navigate through the textbook and receive on-demand virtual information
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corresponding to different figures and diagrams in the book. Data about student performance and satisfaction was collected to validate the real impact of the developed pedagogy on student learning and motivation. A majority of students rated the mobile AR tool as an effective educational platform and suggested that it should be as well used in other courses. In general, it was found that AR visual simulation coupled with collaboration and interaction can provide multiple affordances in support of technology-based and situated learning. Future work in this research will include adding new features such as the ability to deliver location-based information, testing the tool in outdoor environments such as construction jobsites to train workers, assessing the pedagogical aspects using larger and more diverse student and trainee populations, and ultimately, expanding the application domain to other STEM disciplines.
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