Proceedings of the 2016 Winter Simulation Conference
T. M. K. Roeder, P. I. Frazier, R. Szechtman, E. Zhou, T. Huschka, and S. E. Chick, eds.

ADVANCED TUTORIAL: INPUT UNCERTAINTY AND ROBUST ANALYSIS IN STOCHASTIC
SIMULATION

Henry Lam

Department of Industrial and Operations Engineering
University of Michigan
1205 Beal Ave.
Ann Arbor, MI 48109, USA

ABSTRACT

Input uncertainty refers to errors caused by a lack of complete knowledge about the probability distributions
used to generate input variates in stochastic simulation. The quantification of input uncertainty is one of the
central topics of interest and has been studied over the years among the simulation community. This tutorial
overviews some methodological developments in two parts. The first part discusses major established
statistical methods, while the second part discusses some recent results from a robust-optimization-based
viewpoint and their comparisons to the established methods.

1 INTRODUCTION

Stochastic simulation takes in probabilistic assumptions that govern the generation of input variates, through
system logic, to produce random outputs. When these probabilistic assumptions are misspecified or uncertain,
the simulation outputs and hence the performance analysis of interest are subject to input error, variability
or uncertainty. This uncertainty is distinct from errors due to finite simulation runs, known as simulation
or stochastic uncertainty. In the simulation literature, these two sources of uncertainty are also called
extrinsic and intrinsic uncertainty, respectively.

Input uncertainty could lead the modeler to underestimate risk or make suboptimal decisions. In the
conventional practice of simulation modeling, the modeler conducts simulation runs under the assumed
input model (obtained from, say, expert opinion or statistical fit). The modeler assesses the stochastic
error by, for instance, constructing a confidence interval (CI). Typically, as the replication size increases,
this CI shrinks to length zero, showing that the stochastic error becomes negligible. A modeler ignorant
of the input uncertainty could get a false confidence of the simulation report, since the experimental
results concluded under the presumption that the model is correct could be very different from the actual
performance measure. This issue has been highlighted in several previous Winter Simulation Conference
(WSC) Advanced Tutorials (Barton et al. 2002, Henderson 2003, Chick 2006a, Barton 2012, Song et al.
2014) and Nelson (2013), Section 7.2.

Input uncertainty can be categorized at a few levels. Parametric uncertainty refers to the error in
misspecifying a parameter value, but otherwise under a known parametric family. Model uncertainty refers
to the error in selecting the parametric family from among a finite or potentially infinite number of choices.
More broadly, the term model here is viewed as any probabilistic specifications related to the input variates,
including not only the marginal distributions but also cross-sectional or serial dependency structures. For
instance, in a generic discrete-event system, the service times constitute one type of input variates. While
physical knowledge could assert the use of an exponential service time distribution, uncertainty about its
rate parameter comprises a source of parametric uncertainty. When there is no knowledge about whether
the service time distribution belongs to, say, two classes of distributions like exponential or lognormal, or
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worse still, when there are no specific choices at all, model uncertainty arises. Furthermore, uncertainty
about the validity of the i.i.d. structure of the service times is also a type of model uncertainty.

This tutorial overviews the methodological developments in input uncertainty in two aspects. After
Section 2 reviews some background concepts, Section 3 surveys the statistical methods in handling parametric
and model uncertainty. Section 4 discusses some recent works from a robust optimization viewpoint that
targets model uncertainty, and compares these works to the established methods. We will focus on
performance analyses involving the estimation of expectation-type performance measures. Because of
space limitation, our references are in no way exhaustive. Lastly, we also mention that there are other
salient sources of modeling errors besides input uncertainty, including notably the misspecification of
system logic, that are out of the scope of this tutorial.

2 WHAT TO DO IN INPUT UNCERTAINTY

Put in simple terms, the goals of input uncertainty are to:

e Goal I: Quantify the sensitivity or the amount of contribution to output variability from the uncertainty
of (each of) the input distributions.

e Goal 2: Generate an interval that covers the true performance measure with high confidence or credibility
that takes into account both stochastic and input uncertainty.

Sensitivity refers to the extent of changes in the performance measure when the input parameter varies.
Output variability measures the scope of errors in the simulation output propagated from the errors in
misspecifying the input models. This depends on both the sensitivity of the performance measure with
respect to the input parameter (from the system structure) and the statistical uncertainty of the parameter
(from the input data). Goal 1 is important as it evaluates the risk of misspecifying each input parameter
and also guides the allocation of data collection efforts across different input models. Goal 2 gives an
overall assessment on the reliability of the output estimates; A wide interval signifies high uncertainty on
the true value of the performance measure. Goal 1 is related to Goal 2 in that output variance could often
be translated into the standard error needed in a CI.

Though beyond the scope of this tutorial, it is important to note that the third, and arguably the most
important, goal is to incorporate input uncertainty quantification to make better decision. Nelson (2016)
listed optimization and feasibility tests among the common decision-making tasks that motivate simulation
modeling. Integrating input uncertainty in these tasks has gained growing interest and is an extensive topic
by itself (e.g., Chick 2006b, Fan et al. 2013, Corlu and Biller 2013).

What is the best method for input uncertainty depends on the particular context. But at the very least,
a good method to handle input uncertainty should be:

1. Computationally tractable, i.e., capable to accurately assess the input uncertainty with affordable
computational overhead beyond the nominal simulation (i.e., the simulation under the best model
assumption from the modeler’s belief). The overhead here could refer to the additional simulation runs,
resampling of data, and possibly other types of computation such as optimization (which is particularly
relevant in Section 4). Availability of good experimental design for computational budget allocation is
also important in this regard.

2. Flexible to incorporate different types of data (input, output) and expert beliefs.

3. Transparent, including the use of few and easily tuned method parameters.

3 STATISTICAL METHODS FOR INPUT UNCERTAINTY

The majority of the input uncertainty literature focuses on the use of input data. Some methods could
also naturally integrate with expert opinion (e.g., Bayesian). This section first lays out the basic statistical
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principles for input uncertainty. Then we will overview some frequentist and Bayesian methods in handling
parametric and model uncertainty.

To facilitate discussion, let us denote the input variates as X, and the random output of a simulation
as y(X). The variates X are generated from a distributional assumption, which we call v generically. v
could be a (vector-valued) parameter 6 € R’ in a chosen parametric family, an index of parametric family
m together with the parameter, i.e., (m, 0), or a whole distribution function F. We denote X, as the input
variates under assumption v. The estimation target is y(vp) = E[y(Xy)|v = Vo], where vy is what we
assume to be the existing “true” or “correct” probabilistic description for X,,.

The nominal simulation typically outputs the simulation average

v =, Lwi(7)

where J;(V) := y;(Xy) denotes the j-th simulation replication under the fitted model V. As summarized
neatly in Song et al. (2014), each simulation replication J;(V) can be decomposed as a random effect
model

¥i(V) = w(vo) + (w(V) — y(vo)) + (¥ (V) — w(V)). €))
Thus, Var(y(V)) can be decomposed as

E[Var(y;(V)[V)]

Var(y(v)) = Var(y(V)) + 2
The term Var(y(V)) is the contribution of input uncertainty to the output variance due to the fact that
Vv is only an estimate of vy. The term E[Var({;(V)|V)]/r is the stochastic uncertainty that goes away as
simulation size r — oo. Note that the first variance in the RHS of (2) is with respect to the data noise, which,
depending on the school of thoughts, could be summarized as the sampling distribution or the posterior
distribution. The second variance in the RHS of (2) is with respect to the simulation noise.

Besides variance, bias from input errors could also play a role in the output variability (e.g., Henderson
2003, Song et al. 2014). In this regard, a more comprehensive measurement of the variability due to input
uncertainty is the mean square error defined as E(y(V) — w(vy))? = Var(y(V)) + (E[w(V)] — w(v))? =
Var(y(9))+ Bias(w(v))?. Having said that, however, the effect of bias typically goes away at a faster rate
than the variance as input data size increases, and this effect is not well-defined in the Bayesian setting.
Perhaps due to these reasons, the literature focus has been on the variance, though it should be cautioned
that bias can be significant in small samples.

Goal 1 in Section 2 is essentially about estimating Var(y(V)), and better yet, estimating the amount
of variability contributed by each model in Var(y(V)). This can be viewed as a statistical estimation
problem, but the non-standard challenges are: 1) y is a nonlinear function of V. Thus, even if the sampling
distribution (or posterior distribution) of ¥ is known, effort is needed to convert it to the distribution of
y(V). 2) v can only be approximated by simulation in general. This leads to the question of how to
separate the variance contributions from the input and the simulation (i.e., the two terms in (2)). This also
raises the issue of computational effort and experimental design.

To connect Goal 1 with Goal 2, an application of the central limit theorem (CLT) gives, typically,

v -y =y (0.2

where n is the input sample size, or in the case of ¢ independent input models each with sample size n;,
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where 62 and Giz are some asymptotic variances of the normalization. On the other hand,
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Therefore, an asymptotically valid (1 — &) level CI that takes into account both the input and the stochastic
uncertainties is typically
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where, of course, 67 and Var({;(vo)) need to be plugged in by some empirical estimates. Even though
(3) may be challenging to compute directly, it forms the basis for many methods in the literature.

3.1 Parametric Uncertainty: The Frequentist View

This subsection discusses parametric uncertainty from the frequentist view. In other words, we assume
known parametric families for the input models, with an unknown (vector-valued) parameter 6 € R’. The
nominal simulation estimates y(6) using a point estimate 6 for the true input parameter 6.

3.1.1 Delta Method, Two-Point Method

Cheng and Holland (1995, 1997) show that, with large input data size n and simulation replication size r,
the variance decomposition (2) can be approximated by the delta method

Var(;(6o))

Var(W(0)) = g(60)'V (60)g(60) + -+ higher order term. 4)

Here V(6p) is the sampling variance of 0, typically of order 1/n. For example, using the maximum
likelihood estimator (MLE), V(6y) ~ 1(6) ' /n where I(8y) is the Fisher information matrix of the input
parametric model. The gradient vector g(6y) = Voy/(6y) is the sensitivity coefficient with respect to 6.
Thus, in view of Goal 1, the input uncertainty quantification amounts to finding g(6p)'V (60)g(6o).

Furthermore, as discussed in Lin et al. (2015), when 6y = (9(} ey Qg ) where 96 is the parameter of
each of g independent input models (think about, for instance, the interarrival time distribution at each
station in a queueing network), the input-contributed variance g(6y)'V (6)g(6p) can be decomposed into
YL, g(6))V(6))g'(6)), where g' is the sensitivity coefficient associated with each model. Moreover,
this is asymptotically equivalent to saying that Var(y(8)) ~ Y%, Var(E[y(8)|8]). In other words, the
input-contributed variance is approximately the sum of the variances of conditional expectations on the
individual models.

The matrix V(6p) relies only on the input model, but not the simulation model, and can be substituted
approximately by a point estimate V(é). The challenge in using the delta method is to approximate
g(6p). In principle, this can be estimated by a finite-difference (e.g., Fu 2006), but with a fixed simulation
budget, the variance of the resulting estimator for g(6y)'V (6y)g(6p) is typically of order p, where p is
the total number of parameters, since each component of g(6y) needs to be estimated via a separate set
of simulation runs. This thus becomes less appealing when there are many models and parameters. To
remedy this issue, Cheng and Holland (1998) suggests a delta/two-point method to get an upper estimate of
(8(60)'V (60)g(60))"/? by splitting the simulation budget between the first stage whereby a finite-difference
estimation is carried out for each component with a smaller number of runs, and the second stage where
all the runs are devoted to only two carefully chosen points of 8. Cheng and Holland (1998) shows that a
judicious choice of the budget split can reduce the estimation variance to have a leading term independent
of p. The first stage can be further eliminated if the sign of each component of g is known, leading to
what they call the simplified two point method. Recently, Lin et al. (2015) developed a method to estimate
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g(6p) that requires only simulation runs at a single point 6. This method utilizes the idea in Wieland and
Schmeiser (2006) to regress the output responses y;(X,) on éj, the point estimates of 6 using only the
input variates in the same run. This scheme is justified if the conditional mean of (y;(Xj), 6;) is locally
linear in éj, which holds if the distribution is multivariate normal or when batching is used. Finally, it is
evident that all these methods can be applied for estimating the variance contribution of each individual
input model.

Estimates of Var(l//(é)) could be readily converted into a CI by using (3). Moreover, Cheng and
Holland (2004) studied a direct two-point method in constructing CIs without explicitly approximating the
variance, under normality assumption of y;.

3.1.2 Bootstrap and Metamodel-assisted Bootstrap

An alternative to directly estimating sensitivity coefficients is to use the bootstrap (Efron 1992). This is
a widely used technique that resamples data to measure the variability of a given statistic. The bootstrap
principle, roughly speaking, is to approximate the distribution of a statistic 7(8;6y) with that of 7(6*;8),
where 6* is the bootstrapped parameter that plays the role of a point estimate pretending that the true
parameter is 6 (known) instead of 6y (unknown).

With regard to Goal 1, we take 7(8;6y) as Var(y(0)), where Var is evaluated under 6. Cheng
and Holland (1997) suggested drawing n simple random samples with replacement from the data, and
evaluating the bootstrapped parameter estimates B times, thus leading to 8%, h=1,...,B. r simulation runs
are conducted on each 6” to get y(6”?). Cheng and Holland (1997) showed that the variance Var({(6p))
approximates (4). Moreover, with a modified scheme, r can be replaced by any arbitrary replication size r/
in the bootstrap computation, and separate estimates on the input-contributed variance and the stochastic
variance can be obtained.

The bootstrap principle can be applied to approximate the CI in Goal 2. This entails constructing
a (1— o) CI for y(8)— w(6) by approximating it with the a/2 and (1 — a/2) empirical quantiles of
v(0*) — y(0) (the so-called basic bootstrap). Barton et al. (2013) utilizes this idea by first building a
metamodel to approximate y(-), followed by the bootstrap computation. Alternately, Cheng and Holland
(2004) uses a similar principle, but directly evaluates the quantiles of y(6?) instead of y(6*) — y(8) (the
percentile bootstrap). As Barton (2012) pointed out, techniques to evaluate the distribution of conditional
expectations, such as those obtained in Lee and Glynn (2003) and Steckley et al. (2016), can be used to
approximate the quantiles of y(8) — y(6y).

3.1.3 Some Comments on Computational Effort

It is a general phenomenon in input uncertainty quantification that it often requires additional computational
effort beyond the nominal simulation. Direct implementations of the delta method or the bootstrap are
typically computationally intensive (order p— and B-fold of the nominal simulation size respectively).
Techniques such as two-point method, regression-based method and metamodeling curb the computational
burden. Other distinct viewpoints related to parametric input uncertainty include the experimental design
for input data collection (e.g., Freimer and Schruben 2002, Kleijnen 1998).

3.2 Nonparametric Uncertainty

Nonparametric uncertainty refers to situations where there are no a priori choices for the parametric families
of the input models. Though being a different scope of uncertainty, the concepts for handling nonparametric
uncertainty can be borrowed from the parametric counterpart. The “parameter” v in (1) can be viewed as
the distribution function of the input variate F, and the variance decomposition (2) holds with V replaced
by the empirical distribution £
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The nonparametric delta method (Serfling 2009) approximates the input-contributed variance Var(y(F))

. Vi IF (X
Var(y(F)) ~ YRUIEE)

when n is large, where IF(-) is called the influence function (Hampel 1974), defined on the domain of
the input variate X and Varg, is taken under the true distribution Fy. IF(-) is a suitably defined Gateaux
derivative of v taken with respect to F'. An analogous approximation holds in the case of ¢ independent
input models

®)

n

Fi(X"))

l

q

Var(y(£" ~y ) ©)
when the individual input data size n; are all large enough. CIs can be constructed as in (3) as well.

Unlike in the parametric case, directly using the influence function in estimating Var(y(F)) and
Var(y(F',...,F%)) has not been considered in the simulation literature. Though the expression of IF
could be explicitly derivable, direct estimation typically requires a computational budget that scales at
least quadratically with the length of the input variates needed in each simulation run. Techniques such as
bootstrapping is thus a natural alternative approach.

3.2.1 Resampling Methods

Barton and Schruben (1993, 2001) considered three resampling methods in constructing Cls: direct
resampling, bootstrap resampling, and uniformly randomized empirical distribution function (EDF). Direct
resampling splits the input data into several sections, and uses the data in each section to construct an
empirical distribution and drive » simulation runs. Barton and Schruben (1993, 2001) used r =1 in
their examples and computed the empirical quantiles of the sections’ outputs, since the input uncertainty
overshadowed the stochastic uncertainty in their considered systems. In general,  could be chosen larger
than 1, and the distribution of conditional expectations should be used to generate the quantiles. This
scheme is closely related to the sectioning technique described in Asmussen and Glynn (2007) Chapter
III, which used an estimate of the variance Var(y(F)) and normality approximation instead of empirical
quantiles.

When input data are less abundant, direct resampling is not appropriate since each section can have few
data. Bootstrap resampling can be used instead to generate a collection of B new empirical distributions
by drawing with replacement from the data. Alternately, uniformly randomized EDF generates copies of
empirical distributions by first generating an ordered sequence of uniform random variates, and translating
them into the weights on the ordered data. As noted by Barton and Schruben (2001), this method is
equivalent to the so-called Bayesian bootstrap (Rubin 1981), and has similar computational load and
numerical performance as bootstrap resampling. Much like in the parametric case, the simulation burden
of bootstrap resampling and uniformly randomized EDF is of order Br.

Ankenman and Nelson (2012) and Song and Nelson (2015) studied the estimation of the relative variance
contribution among several input models. Ankenman and Nelson (2012) used Var(E[y(F',... F©=! Fi Fi+1

.,F9)|F]) as a measurement of the variance contribution from the i-th input model. Acknowledging
that Var(y(F',... . F9)) £Y1 Var(E[y(F',... ,F=L F Fi*! . F9)|F']) in general (though asymptotic
equality holds thanks to (6)), Song and Nelson (2015) refined their measurement by including the variance of
conditional variance, in addition to condition mean, in the calculation. They derived ClIs for approximating
the relative contribution according to this conditional-mean-and-variance approximation.

3.2.2 Comparison with Parametric Methods

The main advantage of nonparametric modeling is the alleviation of the issue of model misspecification.
Direct application of bootstrap resampling to nonparametric models does not appear to bear much overhead
compared to the parametric counterpart. However, nonparametric models offer less flexibility than parametric
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since the former is intrinsically high-dimensional. For example, it is possible to build metamodels to improve
the efficiency in quantifying parametric uncertainty. Serial dependency structure can be modeled conveniently
using parametric models (e.g., Biller and Nelson 2005, Melamed et al. 1992), and so is the reflection of
expert knowledge.

3.3 Bayesian Methods

The Bayesian approach provides a philosophically different viewpoint than in Sections 3.1 and 3.2, by
modeling the unknown parameter v as a random object. The prior distribution on v captures the initial
belief of the modeler (from expert opinion or physical implications, etc.). After collecting data, the belief is
updated to a posterior distribution, which is the conditional distribution of v given the data. This quantifies
the uncertainty of the input parameters, subsequently propagated through the stochastic simulation runs. The
posterior distribution thus plays an analogous role as the sampling distribution in the frequentist framework.

The Bayesian approach can in principle be applied to parametric uncertainty, uncertainty among several
choices of models, and nonparametric uncertainty (using, e.g., nonparametric Bayes). The simulation
literature has studied the first two types of uncertainty. Glynn (1986) first discussed the role of Bayesian
method in simulation. Chick (2001) studied the posterior inference of input parameters and the computation
of posterior mean output under both parametric uncertainty and the choice of several models. Zouaoui and
Wilson (2004) refined the efficiency of the procedure in Chick (2001) and studied the decomposition of
the posterior output variance, i.e., (2), into the variances due to model selection, parametric uncertainty,
and simulation noise, extending the work of Zouaoui and Wilson (2003) which considers only parametric
uncertainty. The approaches by Chick (2001) and Zouaoui and Wilson (2004) come down to Bayesian
model average (BMA), which means taking a posterior average over the model choices. In contrast to
the frequentist approach that identifies a single best model using information criterion or goodness-of-fit,
this approach keeps all the candidate models in consideration and weights their importance through the
posterior probabilities.

Chick and Ng (2002) and Ng and Chick (2006) studied the quantification and reduction of parameter
uncertainty under polynomial-type assumptions on y. Xie et al. (2014) further investigated the construction
of Gaussian-process-based metamodels for y, removing the functional assumption on Y and the use of
asymptotics in Ng and Chick (2006). More discussion on Bayesian methods in other simulation-related
problems can be found in Chick (2006a). Additionally, it is worth pointing out that Bayesian methodology
has been widely used in handling model errors in deterministic computer experiments (e.g., Kennedy and
O’Hagan 2001).

Major advantages of Bayesian methods include: 1) It is a principled framework in uncertainty quan-
tification in which the posterior distribution is all that is needed. In particular, this quantification holds
exactly for any data size, in contrast to frequentist techniques that primarily rely on asymptotics and need
to be tailor-made case-by-case; 2) It is convenient for handling multiple choices of parametric models, for
instance through BMA; 3) It naturally incorporates expert opinions through the prior; 4) It is computationally
advantageous for complex problems in dynamic optimization, ranking & selection, sampling allocation
etc., by using the guiding posterior.

One challenge of Bayesian methods is the computational effort in estimating the posterior distribution.
In general, this needs to be handled through Markov chain Monte Carlo (MCMC) or importance sampling.
This issue can become less pressing with advances in sampling methods (Brooks et al. 2011) and the use of
conjugate prior. Another common criticism is the specification of prior, and its philosophical controversy.
However, the bottom line is that under common scenarios the Bayesian posterior distribution behaves
asymptotically the same as the frequentist sampling distribution as data size increases (the Bernstein-von
Mises Theorem; e.g., Van der Vaart 2000). In this sense, both criticisms above only apply to small samples
in which the frequentists do not seem to have perfect solutions either.
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4 ROBUST SIMULATION ANALYSIS

Robust simulation analysis takes a distinct viewpoint from the methods discussed in Section 3, using the
premise of worst-case optimization. A generic formulation to handle input uncertainty in this framework
is to solve the optimization

max y(v) and min y(Vv) (7)
VEU VEU

where 7 is the uncertainty set, borrowed from the terminology in robust optimization (Ben-Tal et al. 2009).

% captures the belief, information, or uncertainty of the input model. This uncertainty is propagated to the

mean output response through the optimizations. Since Y typically needs to be evaluated by simulation,

(7) often becomes a simulation optimization problem. In summary, the pair of optimizations in (7) gives

the worst-case values of the performance measure subject to the uncertainty imposed by % .

Formulation (7) is related to Goals 1 and 2 in the following way. If %/ specifies a high confidence
region of the input model parameter, the optimal values of (7) will give upper and lower bounds on the
performance measure at the same confidence level. This is Goal 2. When % denotes a direction or a small
neighborhood of the input parameter, (7) quantifies the worst-case variability and can be interpreted as a
local sensitivity analysis, thus related to Goal 1.

Several immediate questions arise: 1) How to construct %7 ? 2) How to solve (7)? 3) What are the
pros/cons in using (7) compared to the conventional methods for simulation input uncertainty?

Before answering these questions, we should first mention that the robust approach could be applied
both parametrically and nonparametrically, depending on how we specific v. In the parametric case, Hu
et al. (2012) studied the computation of worst-case performance measure of a Gaussian model subject to
mean and covariance uncertainty represented by linear matrix inequalities. Ryzhov et al. (2012) and Fan
etal. (2013) studied worst-case frameworks for ranking & selection that blend with Bayesian and frequentist
methods, either under parametric uncertainty or several candidate parametric models, respectively. In the
rest of this section, we will focus on using (7) in the nonparametric regime, as this is where its strength
appears the most. To answer Question 1, common types of % include:

e constraints based on a nonparametric distance, e.g., Kullback-Leibler (KL), x2, etc., from a nominal
distribution.

e moment constraints, e.g., mean, second moment, covariance matrix etc., and support.

e shape constraints on the distributions or densities, €.g., convexity, monotonicity.

The next few subsections will discuss Questions 2 and 3 in detail. Some motivations of using the robust
approach are: 1) It provides a natural framework for handling unexpected model risk beyond past data
or expert opinion. 2) The uncertainty set %/ can represent prior belief on the input variates in some
unconventional and nonparametric way, offering more flexibility than Bayesian methods (in which prior
knowledge typically needs to be expressed parametrically) and nonparametric methods (which do not focus
on prior knowledge). % can also be applied to conduct sensitivity analysis with respect to a nonparametric
aspect of the inputs. 3) It provides new computational machinery using optimization, rather than resampling,
to quantify input uncertainty.

Much of the discussion coming next is very recent and is still in active research. At present, this
approach faces a few challenges, including most prominently computational tractability and the incapability
to separate input uncertainty from stochastic uncertainty (both due to the simulation optimization nature).
On the other hand, given its potential to handle forms of uncertainty beyond the scope of the conventional
methods, and its successes witnessed in other areas (see some literature review next), it could be valuable
to the stochastic simulation community.
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4.1 Related Literature

The notion of robustness and worst-case optimization originates from two main, overlapping, literatures.
The first is robust dynamic control in which the transition probability is ambiguous and is modeled as an
adversary against which the control is optimized (e.g., Petersen et al. 2000). This approach has been applied
across various areas like economics (Hansen and Sargent 2008) and finance (Glasserman and Xu 2013).
The second line of literature is what is known as distributionally robust optimization (DRO). Instead of
handling uncertain deterministic parameters as in the conventional robust optimization framework (Ben-Tal
et al. 2009, Bertsimas et al. 2011), DRO finds robust solutions under ambiguous probability distributions
in stochastic optimizations. Scarf et al. (1958) first proposed a minimax formulation for newsvendor
problems under moment information. Recent works studied other types of constraints such as covariance
(Delage and Ye 2010) and divergence balls (Ben-Tal et al. 2013).

4.2 A Formulation to Handle Unexpected Model Risk

Glasserman and Xu (2014) considered a formulation to quantify model risk in financial applications, through
the worst-case optimizations

max / minyEp[h(X)] subject to D(P||Py) <n (8)

where D is the KL divergence and P, is a known nominal distribution (fitted from historical data or from
expert knowledge). The decision variable in (8) is the unknown true distribution P, which is not assumed to
belong to any parametric family except that it is absolutely continuous with respect to Fy. Glasserman and
Xu (2014) interprets 711 as the amount of model misspecification due to lack of knowledge or inadequacy
in data modeling. Obviously, the analysis coming out from the optimizations is more conservative as 7
grows, and reduces to the nominal simulation as 1 shrinks to zero.

Glasserman and Xu (2014) models this ambiguity on the output level, i.e., P is the distribution of the
output X that can be approximated with a complex simulation. Typical in the robust framework, (8) is
an infinite-dimensional optimization program if P is a continuous distribution. However, it turns out that
by using Lagrangian duality, (8) admits a finite-dimensional representation of the solution given by an
exponential change of measure on Py

P (x) o¢ Py(x)e" ™/

where o is the Lagrange multiplier. The solution thus resembles an importance sampler, but, instead of
being a variance reduction technique, it is used to evaluate the worst-case distribution. Glasserman and Xu
(2014) formulates a sample average approximation (SAA) to solve for a*, and call their scheme robust
Monte Carlo. Hu and Hong (2013), Vidyashankar and Xu (2015) and Love and Bayraksan (2015), etc.
studied related approaches for solving stochastic and chance-constrained optimizations.

How about applying this calculation on the input level? In other words, we want to solve

max /minyy(P) subject to D(P||P) <1 )

where P now represents an input distribution. In general, ¥ is nonlinear and nonconvex in P, thus (9) is
not a convex program, not to mention that it can be infinite-dimensional. In this sense (9) is an intractable
problem. However, Lam (2016a) shows that, if the amount of model misspecification is small, the optimal
values of (9) can be Taylor-approximated as

max / minpy(P) = y(Py) = &1 (o) /N + Sa(Po)n + -+ (10)

under the assumption that y(Fy) is an expectation performance measure with i.i.d. input variates. The
expansion coefficients in (10) can be expressed in terms of certain moments of y;(X) under the known
nominal distribution Py. Similar types of linearization as (10) have also been studied for simulation models
in physical and biological systems (Dupuis et al. 2015).
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There is a close connection of (10) with the nonparametric delta method in (5). The first order coefficient
& is y/2Vary(IF (X)), where Var, denotes the variance under Py, and IF (-) is the influence function of y.
The factor 2 comes from the local smoothness property of the KL. divergence, i.e., this number changes if
KL is replaced by other ¢-divergences (Pardo 2005). Thus, the standard deviation of the influence function
quantifies the local worst-case sensitivity of the performance measure as the model P deviates from Py in the
nonparametric space. Note that “nonparametric” here refers to the assessment of model misspecification,
where Py can as well be a parametric model. As shown in Lam (2016a), this sensitivity dominates any
parametric sensitivities in some well-defined sense.

The choice of 1 in quantifying model risk in practice needs to be calibrated case-by-case. For instance,
Glasserman and Xu (2014) suggested to calibrate 1) by matching the simulation output with real-world
data. Further research is needed to identify principled techniques to calibrate 1.

4.3 Modeling Nonparametric Beliefs

As discussed before, one strength of robust analysis is the capability to represent nonparametric knowledge
as constraints, and likewise, to conduct sensitivity analysis with respect to a nonparametric aspect of the
input. Below we will give some examples.

4.3.1 Nonparametric Assessment of the Effect of Dependency

Contrary to the established parametric framework in quantifying dependency (e.g, Biller and Nelson 2005,
Xie et al. 2016), the robust approach could in a way quantify the nonparametric uncertainty of dependency.
In the bivariate case, Glasserman and Yang (2015) studied the formulation

max / minyEp[h(X,Y)] subjectto P €Il(p,q), D(P||P) <1 (11)

where P is the joint distribution between X and Y, and I1(p,q) denotes the set of all distributions with
known marginal distributions p and g respectively. D(P||P) is the KL divergence between the bivariate
distribution P and the known Py, an independent model between X and Y. In other words, D(P||R) is
the mutual information of P. Glasserman and Yang (2015) investigated the so-called iterative proportional
fitting process to solve (11) in the discrete case, and applied it to quantify the impact of dependency between
market and credit risks in derivative valuation.

As in Section 4.2, a parallel formulation can be used to quantify the effect of serial dependency in the
input uncertainty context. Lam (2016b) elaborated the scheme

max / minp W (P) subject to P eIl(p), D(P||Py) <n (12)

where P denotes the joint probability measure of a time series of input variates, I1(p) denotes the class of
all stationary time series that have one-lag dependence (i.e., Markovian) with known marginal distribution
p, and D(P||Py) is a nonparametric distance between P and the nominal i.i.d. probability measure Py that is
expressed in terms of Pearson’s ¢-coefficient. Note that only the lag information is assumed, and otherwise
the true transition structure is assumed nonparametric. (12) thus quantifies the worst-case impact in the
performance measure if a modeler ignores the input serial dependency in the nominal simulation, with the
amount of ignored dependency nonparametrically denominated by the ¢-coefficient.

Lam (2016b) analyzed the solution of (12) when 7 is small, and showed an expansion similar to (10)
with the first-order coefficient & = \/Varg(R(X;,X2)), where

R(X1,Xp) =1F(X,,Xa) — Eo[IF>(X1,X2)|X1| — Eo[IF>(X1,X2) | X2] + Eo[IF> (X1, X2))]

for a suitably defined bivariate influence function /F, and two arbitrary consecutive states X; and X, of
the i.i.d. nominal input process. Here R(x;,x;) can be interpreted as the nonlinear interaction between X
and X, in IF>(X;,X>), and the interaction variance signifies the local impact of one-lag dependence. Lam
(2016b) proposed a scheme using two-way analysis-of-variance to estimate \/Varg(R(X,Y)).
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4.3.2 Nonparametric Assessment on Rare Event and Extremal Uncertainty

Rare-event simulation concerns the estimation of small probabilities (e.g., system overload), which depend
substantially on the tail behavior of the input variates. A nonparametric assessment of the impact of input
tail misspecification is often difficult because of a lack of data in the tail region. One could in principle fit
extreme value distributions such as generalized Pareto (Embrechts et al. 2013), but there is a documented
bias-variance tradeoff in conducting such fits, and it does not always give satisfactory accuracy.

Atar et al. (2015), Dey and Juneja (2012), Blanchet et al. (2014) and Blanchet and Murthy (2016)
investigated the impacts of input misspecification in rare-event probabilities measured by KL or Renyi
divergences, using formulations similar to (8). Alternately, Lam and Mottet (2015b) proposed using tail
convexity as a prior belief, and solved for the worst-case probabilities built on knowledge of the non-tail
region of the distribution. Lam and Mottet (2015a) combined this analysis with a heuristic iterative algorithm
to compute the worst-case bound on the tail probability involving a random walk.

4.3.3 Robust Simulation under Expert Opinion

As a standard practice, when there are little or no input data, a modeler could adopt a simple distribution
such as the triangular distribution, based on intuitive opinion like the support and the mean (Biller and
Nelson 2002). However, since the performance measure is often a complex nonlinear function of the input
distribution, it is unclear how influential the triangular distribution assumption is, even if the support and the
mean are correctly specified. A modeler who is concerned about this uncertainty could instead compute the
worst-case upper and lower estimates of the performance measure subject to support and mean constraints.
Ghosh and Lam (2015a, 2015b) studied stochastic approximation (SA) algorithms and related gradient
estimators for such type of computation. Their approach, however, requires the ad hoc tuning typically
needed in SA and a discretization of the input probability distribution.

4.4 Optimization as a Substitute for Resampling: The Empirical Likelihood Method

There is a close statistical link between robust analysis and the statistical methods for nonparametric
uncertainty discussed in Section 3.2. In (10), observe that by substituting n = X12 o/ (2n) where 9512 l—q 18

the (1 — o)-quantile of y2-distribution with degree of freedom 1, and setting the nominal input distribution
as the empirical distribution, the first order term in the RHS of the expansion recovers the confidence
bounds implied by the nonparametric delta method. In other words, the divergence-constrained optimization
(9), when setting n = X12 o/ (2n) and Py empirically defined, is a statistically accurate upper and lower
confidence bounds for the performance measure.

This connection turns out to be a consequence of the empirical likelihood (EL) method (Owen 2001),
a nonparametric analog of maximum likelihood theory. Lam and Qian (2016) studied this connection
and the resulting statistical guarantees in the generality of multiple independent input models. Relatedly,
Lam and Zhou (2015) applied EL to quantify the uncertainty of SAA. This framework essentially gives a
simulation-optimization-based approach as an alternate to the bootstrap in quantifying nonparametric input
uncertainty. Using optimization instead of resampling potentially reduces the overall computational efforts
and variability in the CI construction. The drawback, however, is that there is not yet a way to separate
the input uncertainty from the stochastic uncertainty, and a premature halt of the optimization algorithm
before convergence could lead to uninterpretable results.

S DISCUSSION AND FUTURE DIRECTIONS

We close this tutorial by asking the following fundamental questions:

1. Parametric vs nonparametric, or does it matter? While obviously context-dependent, most academic
works set out to assume a specific statistical framework. We now have an abundant literature on dealing
with these assumed parametric, model and nonparametric uncertainties. We know that, in general,
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nonparametric approaches alleviate the risk of model misspecification, but they are less efficient (in
the statistical sense) and flexible (in the simulation modeling sense) than parametric methods. But, in
a given class of problems, would we lose too much due to model bias with a parametric approach, or
is it worth the effort to go with less assumptions with a nonparametric approach? How to assess these
tradeoffs? The second part of this tutorial has suggested robust analysis as a potential route, but there
could certainly be other approaches.

2. Which asymptotic regime? Though there are some exceptions, we often justify our uncertainty quan-
tification methods based on large sample asymptotics. This forms the fundamentals in the delta method
and the construction of Cls. For large-scale modeling, the input data size may not be that large relative
to the system scale, and our proposed methods may not be justified either theoretically or practically.
The situation could be similar to modern high-dimensional statistics, with a large model dimension p
and a not-so-large sample size n.

3. Is input uncertainty all? Clearly not. The errors in specifying system logic can overwhelm input
uncertainty and, in practice, simulation model as a whole is at best an approximation to reality. A
systematic approach to calibrate and validate both input and system models is quite open.
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