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ABSTRACT
Modelling clinical pathways from Electronic Health Records (EHRs) can optimize resources and improve patient care, but current methods for generating pathway models using clustering have limitations including scalability and fidelity of the clusters. We propose a novel pathway modelling approach using Maximum Likelihood (ML) data clustering on Markov chain representations of clinical pathways. Our method is calibrated to produce clusters with low inter-cluster variability across the pathways. We use machine learning with Stochastic Radial Basis Functions (SRBF) kernels for surrogate optimization to handle non-convexity and propose an incremental optimization method to improve scalability. We also define a methodology based on novel replayability scores to help analysts compare the fidelity of alternative clustering results. Results show that our ML method produces clusters that have higher fidelity in terms of replayability scores than k-means based clustering and in capturing queueing contention, which is important for bottleneck identification in healthcare.

1 INTRODUCTION
Electronic health records (EHR) provide a wealth of information on clinical conditions and pathways, from which useful knowledge can be extracted. However, pathways are complex, noisy, and diverse from patient to patient. Many techniques have been developed to prize valuable insights, from process mining to the use of machine learning methods (Aspland et al. 2021). Policymakers and healthcare professionals can leverage these insights to improve patient care and optimize resource allocation.

We identify two main difficulties in current methods for clustering clinical pathways. Firstly, EHRs can be large and complex with heterogeneous pathways. Clustering methods for EHRs must be scalable, robust to noise, and capable of dealing with missing data. However, as we show in the paper, traditional methods face limitations across all these areas, such as returning erratic clustering results even on modest problem instances. Thus, the fidelity of existing methods can be a limiting factor in real-world studies.

Secondly, limited research work is available in the literature on the validation of results obtained from clustering. Understanding the meaning of a clustering algorithm result and comparing it with results obtained through other methods can be challenging and prone to errors. There is a need for scoring techniques that can help quantify the fidelity gap of a candidate clustering compared to the original trace data.

A reason behind these difficulties is that EHRs are routinely populated as part of the care provided, recorded by administrators and healthcare staff, producing large complex data sets. Complex pathways for patients thus differ on multiple levels, such as varying clinical protocols or coexisting conditions and treatment responses, making it challenging to model them. The two difficulties are also intrinsically linked. The richer and more complex the dataset is, the more it can exacerbate the accuracy of traditional
validation metrics, making it harder for them to provide a comprehensive understanding of the model fidelity. Developing novel validation techniques to study the fidelity of clustering results is thus important because clustering patients based on traditional distance metrics does not automatically imply that the resulting simulation, based on clustered data alone, will be close to one run using the original dataset.

This paper demonstrates progress in addressing the clinical pathway clustering problem by proposing a Maximum Likelihood (ML) data clustering approach to clinical pathways modelling. Leveraging advances in machine learning, the ML objective function is optimized using surrogate optimization techniques, making the approach computationally much more tractable. Recent research has shown the applicability of surrogate modelling in complex systems to reduce computational time in searching for results (Choi and Karumanchi 2022; Shen and Shoemaker 2020). Surrogates have not yet been applied to clustering clinical pathways. Additionally, surrogate approaches are typically used to estimate statistical model parameters, whereas in our study, we dynamically compute likelihood values using Markov chains constructed iteratively by aggregating recorded pathways within pathway clusters. Yet, once supplied with a clustering result, it is difficult for analysts to decide if the clusters have high fidelity or not. Previous studies have mainly used either medical experts or face validity to corroborate that a model is representative of real-world hospitals and health systems. Other statistical methods of cluster validation such as Silhouette scores or Davies-Bouldin index, albeit popular, are unsuitable to pathway clustering due to the assumption that clusters are dense and well-separated (Rousseeuw 1987; Davies and Bouldin 1979), which we also observe in our experiments.

To enhance clustering fidelity of patient pathways, we instead generalize work on trace-driven replayability scores as a quantitative measure to validate clusters and pathways (Prodel et al. 2018). We propose a new set of scores that incorporates more information than existing scores, such as penalties on large cluster sizes, which can discriminate the less common and rare pathway transitions in the clinical paths. Moreover, our replayability scores are directly applicable to Markov chain representations of clinical pathways. The application of these replayability scores to our ML methods and k-means based clusters, the latter generated using ordinary and embedded representation of the pathways, shows that our ML method produces clusters that have the highest fidelity in capturing queueing contention, which is a key factor for bottleneck identification in clinical pathways. Providing scalable and accurate clustering can form a foundation for future simulation research into complex clinical pathways from EHRs.

The remainder of the paper is as follows. Section 2 collates relevant work on the research topic. We set out our research problem in Section 3. Our novel approach is outlined in Section 4 followed by experiments and results in Section 5. Section 6 presents a discussion followed by a conclusion in Section 7.

2 RELATED WORK

Genetic algorithm (GA) is a popular optimization technique that mimics the process of natural selection and genetics to search for the optimal solution to a given problem (Golberg 1989). While GA can be effective at finding the optimal solution for some problems, including clustering, it has several limitations. GA can be computationally expensive, requiring a large number of evaluations of the objective function. Additionally, GA can get stuck in local optima and may not explore the search space efficiently.

To overcome these limitations, recent work has seen a surge of interest in surrogate optimization methods (Queipo et al. 2005). Surrogate models are used to approximate the objective function, which reduces the computational cost of evaluating the objective function. Particularly useful when approximating a noisy or expensive objective function, as they can make predictions about the optimal solution without requiring a large number of evaluations of the actual objective function.

We adopt in our methodology the Stochastic Radial Basis Function (SRBF) surrogate optimization method for the global optimization of expensive functions (Regis and Shoemaker 2007). The SRBF method is a global optimization algorithm that aims to minimize an expensive function \( f(x) \), where \( x \) is a vector of input variables. The algorithm constructs an approximation of \( f(x) \) using a radial basis function (RBF) model, which is defined as \( f(x) \approx m(x) = \sum_{i=1}^{N} w_i \phi(||x-x_i||) \) where \( N \) is the number of sample points,
Table 1: Summary of related work.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Validation Method</th>
<th>Surrogate</th>
<th>Structural Clustering</th>
<th>Pathway Output</th>
<th>Replayability Scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhang et al. (2015)</td>
<td>Support, Counts, Visualization</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Funkner et al. (2017)</td>
<td>Silhouettes, Davies-Bouldin index.</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Funkner et al. (2022)</td>
<td>Calinski-Harabasz, Davies-Bouldin index</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lu et al. (2019)</td>
<td>F1 and Visualization</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Huang et al. (2015)</td>
<td>Visualization and Cluster Homogeneity</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prodel et al. (2015)</td>
<td>Replayability and Visualization</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prodel et al. (2018)</td>
<td>Replayability and Visualization</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>De Oliveira et al. (2020)</td>
<td>Replayability and Visualization</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elbattah et al. (2018)</td>
<td>Within-Cluster Sum of Squares, PCA</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This paper</td>
<td>Replayability scores and queueing error</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

$w_i$ are weights, $\varphi$ is an RBF function, and $||x - x_i||$ is the Euclidean distance between $x$ and $x_i$. The SRBF method begins by selecting a number of sample points at random. These points are then utilized to construct the RBF model. The algorithm then uses the model to predict the minimum of $f(x)$, which is used to select a new sample point. This selection is based on an acquisition function that balances the exploration of new regions of the search space with the exploitation of known promising regions. The most commonly used acquisition function in the SRBF method is the Expected Improvement (EI), which is defined as $EI(x) = E[\max(f_{\text{min}} - m(x), 0)]$ where $f_{\text{min}}$ is the current best minimum value of $f(x)$. The algorithm selects the next sample point as the one that maximizes the expected improvement. After selecting a new sample point, the algorithm updates the RBF model using the new point and repeats the process until convergence is achieved. The convergence criteria can be based on a maximum number of iterations or a convergence threshold. We select the SRBF method as the advantages are its efficiency and scalability. SRBF also forms the basis for MATLAB’s `surrogateopt` solver, which we have adopted throughout the paper (López 2014).

There are several other Response Surface Methods (RSMs) that are commonly implemented in literature, these include Kriging (Kleijnen 2009), Artificial Neural Networks (ANNs) (Zhang et al. 1998), Support Vector Machines (SVM) (Chang and Lin 2011) and Gaussian Process Regression (GPR) (Huang et al. 2006). One example of the Gaussian process is shown in a surrogate-assisted model reduction for stochastic biochemical reaction networks (Singh and Hellander 2017). Whereas Yi et al. (2017) uses a combination of Kriging, ANNs and SVM. Few works consider the intersection of using surrogates and clinical pathway clustering, but significant research has been conducted in both individual fields. Table 1 shows recent works in clinical pathway clustering that we discuss below.

Zhang et al. (2015) uses a heuristic approach to extract patient pathways from one-dimensional sequences that represent multidimensional clinical pathways. However, our alternative approach aims to provide a more comprehensive representation of clinical pathways by using ML and surrogate optimization. Funkner et al. (2017) proposes a method that converts sets of patient journeys into templates using a multiple objective function to find the best-performing silhouette score and locate a representative pathway. Further work utilizes a surrogate to predict the performance of potential clustering Funkner et al. (2022). However, our work proposes using surrogates to search for the clustering itself, given their positives in large search spaces. Lu et al. (2019) presents a method that uses sequences to cluster patients by defining scores to check traces against sequence patterns, we propose the use of unsupervised methods to find clusters and validates them using trace-based metrics. The results in Prodel et al. (2015), Prodel et al. (2018), De Oliveira et al. (2020) demonstrate the use of process mining in clinical pathway analysis to improve understanding of a system, identify inefficiencies, and inform process improvements. While they suggest using a single process model to represent a system, we propose clustering patient pathways to produce subpopulation process models that offer more granularity and reveal unique patterns within each group. Clustering can also inform process improvements and resource allocation by segmenting the system.
Our approach utilizes the replayability concept of process models, but with an alternative representation that allows for adaptive clustering.

### 3 PROBLEM STATEMENT

A *clinical* pathway is represented by a set of ordered *events*. Each patient experiences a unique set of sequential *events*. These *events* hold information on the activity undertaken. Our work takes the following assumptions on the structure of the pathways. The first is that clinical events can only occur one at a time and not in parallel, which means that the patient pathway is a series of sequential events without any forks or splits. This assumption simplifies the model and allows for easier analysis of the patient pathway. The second assumption is to model events in discrete time, i.e., each time step corresponds to the progression to the next clinical event; this assumption may be readily relaxed by coupling each step with a duration. Finally, we assume that patients can start their pathway with any event rather than with a specific one.

Medical events span the integrated healthcare system, from GPs to hospitals. Consider a set $N$ of medical events $N = \{n_1, \ldots, n_N\}$ where $N$ is the set of all possible nodes. Each event is represented by an encounter code that describes the type and reason for the clinical event. As a patient can have multiple events in a visit, we use the notion of *encounter mapping* to represent them as a single episode or event. For example, a patient might suffer a cardiac arrest which outputs multiple events on the same day. These might include events for cardiac arrest, acute myocardial infarction, echocardiography and many more procedures. The encounter mapping will reduce this to one encounter that represents the events, in this example it would be summarized to a single event called cardiac arrest.

We define a set of pathways or *routes* $R$. Each pathway $r$ represents a sequence of clinical events that occur in a specific order. We preserve the timestamps of the events to maintain the logical dependencies between them. A pathway $r$ can be represented as a sequence of nodes $r = < n_1, \ldots, n_s, \ldots, n_e >$, where $n_s$ is the node visited by the patient at step $s$ and $n_e$ is the end node in the pathway. We hypothesize that subsets of $R$ can be identified through clustering to locate similar pathways.

Patients can undertake multiple different pathways $r$ throughout their lifespan. To locate clinically specific pathways, a timeout threshold is created to break patient records into sub-pathways. Should the transition between 2 events breach the timeout threshold, the pathway will finish, and a separate pathway will begin. This threshold allows the starting node to be any stage of the patient clinical pathway, depending on the specific clinical scenario. Similarly, the endpoint of the route is determined by identifying the next clinical event that occurs after the time threshold. This approach avoids the need for extensive manual mapping of clinical start or end events and provides a standardized method for determining the route endpoints.

To represent a patient pathway, we express it via a transition matrix. Transition matrix $T_r$, is the counts of transitions moving from event $n_i$ to event $n_j$ producing the element $T_{r,i,j}$. Hence, $T_r = [T_{r,i,j}], 1 \leq r \leq R, 1 \leq i,j \leq N$, represents the transition matrix for pathway $r$, where each element is the transition between node $i$ and $j$. In the baseline methods we compare with, we apply clustering methods directly using the transition matrix $T_r$. Aggregating transition matrices across a cluster will give a single transition matrix $T_G$. The transition matrix can be converted from representing count of transitions to probabilities by dividing each value by the sum of the row value. We use $P_G$ as the probability matrix, for a cluster group $G$.

### 4 METHODOLOGY

To create likelihood-based pathway clustering, we proposed a method using a Maximum Likelihood (ML) function to calculate the probability of a pathway being represented by a cluster. The likelihood for a pathway $r$ is calculated as follows.

$$L(r, P_G) = \log \theta_{r_1} + \sum_{i=2}^{n} \log(P_{r_{i-1},r_i})$$  \hspace{1cm} (1)
Here, $\theta$ is a one-dimensional vector of initial state probabilities for the Markov chain that models the clustered pathways, and we take the probability $\theta_{r_1}$ of the starting node $r_1$ from $\theta$. $P_G$ is a $N \times N$-dimensional probability matrix of the Markov Chain representing the cluster $G$, created from aggregating all pathways within the cluster. We aggregate the log of the starting probability with the sum of log probability given from $P_G$ of the transitions in $r$.

Each cluster has a subset of the pathways set $R$, which we will call $R_g$ for cluster $g$. After calculating each pathway $r$ likelihood within their cluster, we aggregate the scores. We want the clustering to group together pathways that have the least variability, hence we also add a penalty score. Using the Squared Coefficient of Variation (SCV), where the SCV of a random variable $X$ is $SCV = Var(X)/E(X)^2$. SCV weighted by a parameter $W$, to penalize the likelihood based on the degree of variability between routes and their lengths. SCV is calculated for each cluster, where the value is the variance of the pathway lengths divided by the square of its mean pathway length. equation (2) shows the ML objective we maximize,

$$ML(R, P) = \sum_{g=1}^{|G|} \sum_{i=1}^{|R_g|} L(R_{gi}, P_g) + W \cdot \log( SCV(R, P) )$$ (2)

where $L(R_{gi}, P_g)$ is computed using equation (1). The $SCV(R, P)$ value is computed by averaging over the SCV score of each cluster.

### 4.1 Likelihood Maximization

The ML optimization program searches combinations of pathway groupings that maximize equation (2). In particular, the decision variables are the cluster memberships, which are integer variables. Based on the current membership vector, the optimization program recomputes the $R_g$ sets for each cluster and the associated value of $ML(R, P)$. This, in general, poses a high computational demand, due to the need to regenerate at each iteration the probability matrix $P_g$ of the Markov chain underpinning the aggregate clinical pathway of each cluster $g$.

Our experiments adopt different likelihood maximization approaches to reduce computational demand. In the basic approach, we maximize likelihood using GA. To aid GA in finding a global optimal, we supply an initial population given by the $k$-means solution, which can be rapidly obtained. As highlighted in Section 2, GA has limitations including computational demand, which limits the scalability of the method for use with healthcare datasets with more than a few tens of pathways. Throughout, the GA-based clinical clustering method is simply referred to as ML.

Thus, we explore the use of machine learning based optimization using SRBF kernels for surrogate optimization to counteract the limitations of GA such as computational cost and non-convexity. The initialization of the SRBF-based surrogate optimization solver requires a representative sample proportional to two times the number of pathways we wish to cluster before it can search for an optimal solution. Henceforth, the SRBF-based clinical clustering method is referred to as SurrML.

One limitation of the surrogate approach is that needs to learn the response surface, which requires a considerable number of random samples on larger problems. Moreover, the method can have large memory requirements with just a few hundred pathways. Hence, we propose a third approach to optimizing the ML where we sequentially assign memberships for a subset of the pathways, while keeping the other memberships fixed. This method, referred to as Incremental ML, for short SurrML-INCR, divides the pathways into fix sized groups and conducts the ML optimization on each group sequentially. Initially, the first group of patients is clustered. Then, the cluster memberships of the first group are fixed and pathways of the second group are added and clustered, maximizing the likelihood for the new group. This iteratively proceeds until all groups are initially clustered. After the first complete iteration, it is possible to cycle back to earlier groups, fixing in a similar fashion the cluster memberships of all groups not presently considered, until a maximum number of iterations is reached. In this way, each ML optimization changes memberships
only for a fraction of patients in the original dataset. Using smaller datasets resulting from this approach significantly increases the speed in calculating the clusters, while at the same time requiring less memory.

4.2 Replayability Scores

In this work, we focus on evaluating the replayability of clusters derived from clinical pathways described by Markov chains. Previous process mining studies have applied replayability analysis to processes in healthcare (Prodel et al. 2015; Prodel et al. 2018; De Oliveira et al. 2020). The published metrics are implemented using process modelling variables, our methods use an alternative representation, namely probability matrices and transition pairs. Modification of all previous metrics are required, as well as additional metrics that reflect our clustering problem.

We introduce six new Replayability Scores (RS), represented in equations (3) – (8), to be used with individual pathways \( r \) and with probability matrices of the clustered Markov chains. The final metric for each RS is obtained by averaging the scores for each cluster before creating a weighted average across all clusters. RS1 is the percentage of transitions for a single pathway represented in the cluster probability matrix \( P_G \).

\[
RS1(P_G, r) = \frac{1}{|r|} \sum_{i=1}^{|r|-1} 1(\langle (r_i, r_{i+1}) \rangle \in P_G) \tag{3}
\]

Here, \( 1(\langle (r_i, r_{i+1}) \rangle \in P_G) \) represents a binary score of 1 if the transition in the pathways \( r_i \) to \( r_{i+1} \) is represented in the clustered probability matrix \( P_G \).

RS2 is a measure representing the percentage of events played, modified by a node skipping penalty. A variable \( \eta(P_G, r) \) is a count of the number of events in the pathway that are not featured in the cluster, scaled by the penalty weight \( \beta \).

\[
RS2(P_G, r) = \left( RS1 - \beta \frac{\eta(P_G, r)}{|r|} \right)^+ \tag{4}
\]

Using \( |r| \) as the total number of transitions in pathway \( r \). RS1 does not include a penalty for skipping events, the addition of the skipping penalty in RS2 will help distinguish if the pathways in a cluster are not well represented. RS3 goes through the full route \( r \) and averages the probabilities of each of the transition \( r_i \) to \( r_{i+1} \), given from the aggregated cluster probability matrix \( P_G \). This metric penalizes trace transitions that have a low probability of occurring in the cluster.

\[
RS3(P_G, r) = \frac{1}{|r|} \sum_{i=1}^{|r|-1} \log(P_{G,i+1}) \tag{5}
\]

The next score, RS4, corrects RS3 using a term with weight \( \gamma \) that accounts for the number of nodes represented in the cluster but not visited in the trace. We refer to this count of unused nodes as \( \theta(P_G, r) \). This will show where clustering methods place the majority of pathways into one group, as the cluster will lack the specificity to individual pathways. In addition, we adapt RS4 to incorporate RS1 instead of the probability and apply the penalty, calling the resulting term RS5.

\[
RS4(P_G, r) = RS3 - \gamma \theta(P_G, r)
\]

\[
RS5(P_G, r) = RS1 - \gamma \theta(P_G, r) \tag{7}
\]

Lastly, we create a discrete time Markov chain using the probability matrix and simulate an artificial pathway, named \( \rho \), with the same length and starting probability as the pathway \( r \). RS6 counts of the number of times each node is visited with the artificial pathway and compare the values against the individual pathway. This score will assist understanding if the probability of the cluster can create an artificial pathway similar to
the actual pathway. \( |n_r| \) is the unique number of nodes visited by trace \( r \) with \( n_{r_i} \) representing the number of visits to node \( r_i \).

\[
RS_6(T_G, r) = \frac{1}{|n_r|} \sum_{i=1}^{|n_r|} 1 - \frac{|n_{r_i} - n_{p_i}|}{\max(n_{r_i}, n_{p_i})}
\]  

(8)

The main advancement of our proposed metrics to the scores presented by Prodel et al. (2018), is the application of probability matrices instead of evaluating events. As previous scores have been used for process mining, the focus has been on evaluating single process models. These previous scores are not applicable to clustering, as the results using these create misleading results not suitable for modelling. The introduced replayability scores are created for generic pathway clustering, with each score providing differing information on the cluster validity. To validate our methods, we provide an average across all replayability scores as an overall RS score. Clinical application can have tailored replayability scores based from clinical expertise to assist validation without the need for manual face validity checking.

5 EXPERIMENTS

We implement multiple baselines to verify that our ML method provides an improvement to clustering of clinical pathways compared to simpler techniques such as \( k \)-means. The first result is a baseline result which places all pathways into one cluster, named All1Cluster. The second baseline method is a straightforward application of \( k \)-means clustering to the vectorized transition matrices, denoted as \( \text{Kmeans} \).

Advancements in AI embedding have offered alternative representations in a learned latent space. One relevant method associated with graphical representation and embedding is Graph2Vec (G2V) (Narayanan et al. 2017). G2V learns structural similarities between sub-graphs, turning a clinical pathway of transition pairs into a one-dimensional vector in the learned latent space. The embedded representation should hold more structural information, such as node similarities, within the output vector. As an additional baseline, we use Graph2Vec representation of pathways with \( k \)-means to assess how an AI embedding approach can cluster our clinical pathways. This method is referred to in the results as \( \text{G2V-Kmeans} \). Our proposed methods of ML using GA, surrogate and iterative surrogate are termed \( \text{ML, SurrML and SurrML-INCR} \).

5.1 Validation Dataset

Our data for validating our methodology is generated by Synthea (Walonoski et al. 2018), which is an open-source software tool that generates synthetic patient data for research purposes. The tool is designed to create a diverse patient population with different medical histories, demographics, and clinical profiles. The reader should refer to Synthea’s paper and documentation for more details.

We implement a basic set of filters and data cleansing steps to pre-process the data. 1) Data reduction to focus on clinical events that take place. 2) Timeout function to locate sub-pathways of EHRs that span many years. 3) Limiting medical code mapping to ensure detailed event relationships are kept.

Selecting a timeout of 180 days to create sub-graphs of clinical pathways, we generate a set of paths. We assume, with some domain knowledge, that using half a year as a threshold will prevent unnecessarily long clinical pathways of multiple medical conditions. Using the set of pathways, we create three Case Studies (CS) to evaluate our clustering and validation:

- CS1: Manually selecting three event classes that we expect can be clustered. Selected conditions for the classes are presentation for pain, a stroke, and admission for surgery. Pathways within each class can differ in length and routes based off simulated pathways generated in Synthea. We randomly selected 10 pathways, which do not have more than one of the selected conditions, from each of these event classes such that we achieve a total of 30 pathways. The data for this case study has an average pathway length of 90.27 transitions, with 72 unique nodes across the pathways. An average of 14.8 unique transitions are made by each pathway.
CS2: We expand the dataset to include more clinical pathways. For case study two, we use 100 random pathways of any specialty given from Synthea to see if reasonable clusters can be found given the additional pathways. As we increase the number of pathways, the average pathway length drops to 37.94, with 100 unique nodes visited across the pathways. An average of 11.13 unique transitions are made by each pathway.

CS3: To assess scalability, we increase the number of random pathways to 250. The average pathway length further decreases to 34.05 transitions per pathway. The number of unique nodes in the dataset increases to 121 and the average unique transitions per pathway is 9.86.

For CS1 we expect three clusters to be found, we limit the clustering methods to a maximum of three clusters. For CS2 and CS3, the optimal number of clusters is unknown. We set an arbitrary limit of clusters to ten in both case studies. Graph2Vec embedding is trained on a random sample of 5000 pathways generated by Synthea using the following parameters: Output dimensions 128, epochs 10, minimal feature 5, feature extraction recursions 1, initial learning rate. 0.025, Downsampling rate 0.0001.

In this experimental setup, several parameters were defined to ensure reliable and accurate results. Firstly, the surrogate model was configured with an SCV penalty weight ($W$) of 1. Additionally, both the genetic algorithm (GA) and surrogate model were initialized using the output from k-means clustering. The optimal number of clusters in $k$-means was determined using silhouette scores. For the incremental surrogate model, we employed a fixed iteration size of 30 pathways to enable a more efficient and targeted search for the optimal solution. Calculations of the replayability scores use the parameters; $\beta = 0.5 \cdot \sqrt{|u(r)|}$, $\gamma = 3 \cdot |u(r)|$ where $|u(r)|$ is the number of unique transitions for pathway $r$.

### 5.2 Clustering Results

In CS1 involving 30 pathways from three manually selected groups shown in Figure 1, it is clear that both using genetic algorithm and surrogate ML solvers outperform traditional clustering methods across all the replayability scores. More importantly, how our proposed methods separate pathways across possible clusters are realistic. Table 2 shows $k$-means grouped 26 of the 30 pathways into one group, with G2V $k$-means also grouping the majority of pathways into one cluster. This theme of unbalanced clusters continues into the second and third case study, where $k$-means produces groupings where a substantial proportion of pathways are in one group. The new RS scores produced in this paper give more information on how well a cluster represents each pathway across multiple classes. Scores RS4 and RS5 penalize these majority one cluster groups heavily, as they fail to represent the underlying clinical pathways. A key motivation of using surrogate optimization methods over GA is reinforced in our largest case study, where GA becomes caught in a local minimum and ceases to search further. The results of the case studies underline the improvements of using surrogate optimization. Shown in the result figures is the scoring of our proposed incremental surrogate method. It is seen that using incremental optimization is equivalent to
Table 3: Queueing network model errors on 100 random models. The lowest error is marked in bold.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Kmeans</th>
<th>ML</th>
<th>G2V-Kmeans</th>
<th>SurrML</th>
<th>All 1 Cluster</th>
<th>SurrML-INCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS1</td>
<td>0.86</td>
<td>0.37</td>
<td>0.99</td>
<td>0.59</td>
<td>1.07</td>
<td>0.36</td>
</tr>
<tr>
<td>CS2</td>
<td>4.74</td>
<td>0.89</td>
<td>9.10</td>
<td>0.58</td>
<td>11.26</td>
<td>0.83</td>
</tr>
<tr>
<td>CS3</td>
<td>15.41</td>
<td>1.36</td>
<td>19.25</td>
<td>1.13</td>
<td>27.16</td>
<td>1.23</td>
</tr>
</tbody>
</table>

the complex full surrogate search. Given its lower computational demand, it is scalable to a larger dataset where we can expect a large volume of clinical pathways.

5.3 Queueing Prediction Results

Using replayability validation, our methods may be used to inform queueing-based methods to model the healthcare system delays and bottlenecks. To model a healthcare system accurately, there is however a trade-off between computational cost and accuracy. Modelling each individual pathway as its own class of jobs in a queueing model may be very costly or infeasible at even small numbers, such as hundreds of pathways, when the system consists of many nodes. Clustering pathways into aggregated groups alleviates this computational strain should the clustering be accurate.

To further confirm our methods are the most acceptable for queueing prediction, we evaluate the error in predicted mean queue length values between the clustered and unclustered pathway models when we model the nodes of the pathway Markov chain as queueing stations in a healthcare system. Thus, the probabilities of visiting nodes in the pathway translate into the routing probability matrix of the queueing network. The resulting Markovian queueing network may be analyzed using stochastic analysis techniques, such as the Mean-Value Analysis (MVA) algorithm, which returns mean queue-length predictions (Reiser and Lavenberg 1980). This method gives exact results for the class of models under consideration, and it is in practice equivalent to a steady-state simulation evaluation. We ask the question on how the queueing network model predictions differ from the original trace when data is clustered using the considered approaches. Based on the proposed replayability scores, we expect ML methods to win over \( k \)-means based techniques. To answer this question, we generate 100 random queueing networks differing only for the service times of each encounter, which is assumed exponentially distributed with random means. The expectation is that the methods with the largest replayability scores are robust across various scenarios, so a randomized validation of this kind can give insight into the robustness of the clusters irrespective of service time parameters. Table 3 shows the mean error scores for each case study and methods. The mean is averaged across the 100 random queueing networks. Here, a lower score represents less error. The table shows our ML methods based on GA and surrogate optimization have the least error when evaluated using MVA.
Table 4: Evaluation of alternative validation metrics. The best performing method is in bold, showing the difficulty in inferring the best method using traditional metrics. Instead, RAVG identifies the general high performance of SurrML and SurrML-INCR with a high correlation with Table 3.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Clusters</th>
<th>Log Likelihood</th>
<th>Mean Entropy</th>
<th>Silhouette</th>
<th>Davies-Bouldin</th>
<th>RAVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS1</td>
<td>kmeans</td>
<td>3.000</td>
<td>-272.23</td>
<td>0.045</td>
<td>0.34</td>
<td>1.36</td>
<td>0.11</td>
</tr>
<tr>
<td>CS1</td>
<td>G2V-kmeans</td>
<td>2.000</td>
<td>NA</td>
<td>0.0223</td>
<td>0.63</td>
<td>0.36</td>
<td>0.10</td>
</tr>
<tr>
<td>CS1</td>
<td>ML</td>
<td>3.000</td>
<td>-234.18</td>
<td>0.049</td>
<td>-0.031</td>
<td>3.97</td>
<td>0.13</td>
</tr>
<tr>
<td>CS1</td>
<td>SurrML</td>
<td>3.000</td>
<td>-244.96</td>
<td>0.049</td>
<td>0.086</td>
<td>3.35</td>
<td>0.14</td>
</tr>
<tr>
<td>CS1</td>
<td>SurrML-INCR</td>
<td>3.000</td>
<td>-236.20</td>
<td>0.048</td>
<td>-0.038</td>
<td>3.80</td>
<td>0.14</td>
</tr>
<tr>
<td>CS2</td>
<td>kmeans</td>
<td>6.000</td>
<td>-480.95</td>
<td>0.050</td>
<td>0.14</td>
<td>1.63</td>
<td>0.13</td>
</tr>
<tr>
<td>CS2</td>
<td>G2V-kmeans</td>
<td>2.000</td>
<td>-3475.91</td>
<td>0.21</td>
<td>0.38</td>
<td>0.61</td>
<td>0.11</td>
</tr>
<tr>
<td>CS2</td>
<td>ML</td>
<td>10.000</td>
<td>-218.17</td>
<td>0.044</td>
<td>-0.15</td>
<td>5.04</td>
<td>0.14</td>
</tr>
<tr>
<td>CS2</td>
<td>SurrML</td>
<td>10.000</td>
<td>-216.54</td>
<td>0.043</td>
<td>-0.093</td>
<td>4.90</td>
<td>0.15</td>
</tr>
<tr>
<td>CS2</td>
<td>SurrML-INCR</td>
<td>10.000</td>
<td>-210.06</td>
<td>0.043</td>
<td>-0.14</td>
<td>4.79</td>
<td>0.15</td>
</tr>
<tr>
<td>CS3</td>
<td>kmeans</td>
<td>2.000</td>
<td>-3446.12</td>
<td>0.18</td>
<td>0.13</td>
<td>2.79</td>
<td>0.11</td>
</tr>
<tr>
<td>CS3</td>
<td>G2V-kmeans</td>
<td>2.000</td>
<td>-7350.02</td>
<td>0.31</td>
<td>0.45</td>
<td>0.57</td>
<td>0.10</td>
</tr>
<tr>
<td>CS3</td>
<td>ML</td>
<td>10.000</td>
<td>-517.36</td>
<td>0.073</td>
<td>-0.086</td>
<td>7.46</td>
<td>0.13</td>
</tr>
<tr>
<td>CS3</td>
<td>SurrML</td>
<td>10.000</td>
<td>-509.26</td>
<td>0.071</td>
<td>-0.083</td>
<td>6.92</td>
<td>0.13</td>
</tr>
<tr>
<td>CS3</td>
<td>SurrML-INCR</td>
<td>10.000</td>
<td>-498.27</td>
<td>0.071</td>
<td>-0.11</td>
<td>6.63</td>
<td>0.13</td>
</tr>
</tbody>
</table>

6 DISCUSSION

To understand the contribution of the proposed methods and validation techniques, we evaluated the clustering with some traditional validation metrics used in related work. The metrics we assessed include log-likelihood, entropy, Silhouette, and Davies-Bouldin scores shown in Table 4. G2V k-means fails to calculate the log likelihood in CS1 due to all pathways bar one being grouped together. All scores except log likelihood suggested k-means and G2V k-means perform best. In reality, they produce almost meaningless pathway groupings. Similarly, purely taking the log likelihood score in smaller datasets, for example in CS1, are similar across all methods. These results can be misleading as k-means still performs well. Validation using replayability removes this concern, as it shows which method produces high fidelity clusters.

Ensuring our new proposed replayability scores are improved from previous literature, evaluation is conducted of the proposed clustering results using metric shown in Prodel et al. (2018). For all experiments, the previous scores constantly return k-means and G2V k-means significantly higher when averaging across scores. This is due to the clustering methods returning a sizable proportion of pathways in one group. Comparing with the queueing modelling results shown in Table 3 suggest the previous replayability scores do not represent clusters of clinical pathways suitable for simulations.

Our findings demonstrate that optimizing ML data clustering using surrogate optimization and replayability scores provides a more effective approach for clustering clinical pathways than k-means clustering. The replayability scores provided a more robust validation method, ensuring that the clustering model reflects real-world performance, reinforced with the queueing error validation metric.

While our study shows promising results, there are limitations to consider. The use of synthetic EHRs with limited clinical guidance may not fully reflect the complexity and heterogeneity of real-world patient populations. Additionally, the scalability of the approach may need further investigation to assess its effectiveness with larger datasets. Deeper analysis into node importance and weightings could improve clustering accuracy further, as many common transitions cloud indicative pathways. Calculating replayability score can be computationally expensive on larger datasets. Further investigation into optimizing the scores can be made to scale the methods further. During our clustering methods, we arbitrarily select the upper cluster limit. Future work will investigate if k-means can be used to dictate the range for the number of clusters using replayability scores.

We investigated initiating both GA and Surrogate methods using k-means and G2V k-means results to assess how the differing starting points affect clustering performance. As they both failed to cluster
accurately, there was no benefit from initiating using one or the other. Optimization starting points can have a significant effect on the speed to find optimal solutions, future work will produce a more efficient initiation search population to aid large searches. However, the introduction of the incremental surrogate search is less susceptible to poor starting points, as the search is a fraction of the full search space.

Despite these limitations, our study provides valuable insights using the application of ML optimization and replayability scores for clinical pathway clustering. These resulting clusters can direct simulation-based methods towards accurately and efficiently representing the system. The model will enable policymakers and clinicians to gain insights into the underlying structures, facilitating their understanding of key issues such as health inequalities in care. This approach has the potential to be extended for investigating bottlenecks and conducting what-if planning within the healthcare pathway system.

7 CONCLUSION

This study presents a novel method for clustering clinical pathways that improves upon existing techniques. By utilizing ML data clustering and introducing optimization methods such as surrogate optimization, we achieved improved accuracy and scalability. Additionally, our introduction of replayability scores for validation ensured that our method provided meaningful clusters from complex subpopulations. The results demonstrate that our method produces the least queueing network model errors and can be used for simulation-based methods in the future. This study provides a valuable contribution to the field of clinical pathway clustering and paves the way for further research to optimize patient care and resource allocation in healthcare settings.
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