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ABSTRACT
The upcoming decentralized production systems seem to be promising in Industry 4.0 assembly to handle the challenges of highly individual products. Matrix production characterized by freely linked workstations and an advanced automation level are highly flexible. That is why many efforts have already been made to explore the advantages compared to existing flow shop production systems, but also the additional challenges arising from this new paradigm. One of these challenges is the synchronization of main product and supply part flow at the individual workstations during order scheduling. This paper presents a new approach of integrating logistics support processes into the scheduling of the main product flow to consider the part supply in the decisions taken during scheduling avoiding waiting times. We compare our integrated approach with the existing decoupled scheduling approach, based on a “bicycle assembly” scenario. The results are promising particularly when part supply is a bottleneck.

1 INTRODUCTION
The increasing number of product variants, fluctuations in demand (Kern et al. 2015) in combination with product cycles that are being shortened (Lempp und Siegfried 2022) challenges the automotive and other industry sectors. As a result, manufacturers have adapted their production systems from mass production towards mass customization (Kern et al. 2015). Against this background, the suitability of the traditional production line in the final assembly as the production system of the future is being challenged (Greschke 2016). Matrix production is considered a promising alternative (Göppert et al. 2018; Hofmann et al. 2019) and is based on independent/ freely interlinked modular workstations that are connected to each other by autonomous guided vehicles (AGV) (Peter Greschke 2016). In literature, multi-agent systems (MAS) are preferred as decentral control systems for matrix production in particular due to their scalability (Feldkamp et al. 2019; Mayer et al. 2019). Here, an order is managed by an agent and routed based on the assembly priority graph through the production system. This leads to ad hoc part demands at the workstations. Since single assembly steps of multi-variant products can often only be performed when the individual parts are also available at the workstation. Achieving synchronization between the main product flow (e.g. of the car chassis) and the supporting production logistics flow of the individual parts to avoid waiting times and bad capacity utilization of the workstations is one of the main challenges of controlling these systems. Therefore, logistics, respectively the part supply to the workstations, should be integrated in the scheduling executed by the MAS (Skubowius et al. 2019). Until now to our knowledge there are only two validated approaches considering logistics in a multi-agent decentral control system (Filz et al. 2019; Schmidtke et al. 2023). However, still logistics and production are considered as two separate systems decoupled by a transport order queue leading to poor capacity utilization of resources especially in cases of disruptions when the parts are not available, or transport resources are a limiting factor. Hence closer integration
between production and logistics is required. The approach presented in this paper is based on the concept of integrating the part supply in the scheduling, including especially the occupancy and the position of the supply transport means (Blesing et al. 2017). We developed an event-discrete multi-agent simulation environment in Python on top of a software for digital twin-based process planning and control (RIOTANA) from Fraunhofer ISST and use it to compare the decoupled and the integrated scheduling approach based on a scenario of an assembly system for individualized bicycles. We will show that the integrated approach outperforms the decoupled solution especially in cases of limited transportation resources.

The rest of the paper is structured as follows. In section 2 we will give a detailed problem definition of the order scheduling for multi-variant products in a matrix production. In section 3 we will give an overview of the literature and demonstrate the research gap, introducing the decouple control approach in detail. In section 4 we will describe our integrated approach for a control system. In section 5 we will introduce the bicycle assembly system as application case and describe the setup and parameters of the experiments. In section 6 we present the experiments and the results. Section 7 sums up the findings and presents an outlook on further research.

2 PROBLEM DESCRIPTION: ORDER SCHEDULING FOR MULTI-VARIANT PRODUCTS IN A MATRIX PRODUCTION

Multi-variant products have a huge number of configurable variants that are created often based on an assembly of far less variant supply parts, in such a way that from a customer point of view the resulting product seems individual. Products are defined by attributes that are organized in clusters (e.g. a special car engine in the engine cluster). Attributes combined by propositional logic from different clusters are used to define the production steps needed as well as the part demand (e.g. a certain multi-media system combined with a massage seat lead among other parts to the demand of a stronger battery). Part demand is divided in high variant parts and low variant parts.

In a matrix production system, the production is performed in workstations that are distributed on the shop floor. In contrast to function orientation of the classical job shop production, the matrix production is characterized by variant mix orientation. This means that the workstations in matrix production are arranged in a flow-oriented manner, enabling short material flows. In addition, each workstation can perform one to several productions step that enables to produce different product variants (Nyhus et al. 2019), each in need of certain parts and resources (workers, machines, and tools). The assignment of production steps to workstations is an optimization problem itself and considered as given for the scheduling task. The material flow is divided in the main product flow (e.g. the car chassis or the bicycle frame) and the part flow from the warehouses or supermarkets to the stations. The main product is positioned on an AGV at the beginning of the process creating a fixed link between them that is only separated after all production steps have been completed. The AGV has to constantly choose the next production step based on an assembly priority graph (defined by the order) and the available capacity of workstations and parts. High variant parts cannot be stored at the workstations for all products because of their variety while low variants parts can be stored in a buffer at the station normally refilled by a Kanban system. Effectively the supply of high variants parts is the critical logistic process.

Filz et al. (2019) compared three different part supply approaches (shopping basket, tugger train and AGVs) in a simulation study. In the part supply using shopping basket (1), parts are already attached to the main part AGV and refilled or exchanged at a logistics station, if the capacity is insufficient for all parts needed in the production process. The tugger train (2) supplies the workstation buffers continuously in its routes and direct deliveries (3) is based on a direct AGV-based part transport to the station. The part supply through direct deliveries by AGVs performs best which is also the approach used by most of the papers and consequently used in this one.

The scheduling consists of assigning production steps and workstations to produce AGVs based on the available capacities and parts as well as on the performable next production steps given by the assembly priority graph. The aim is to minimize the average lead time of the orders and to maximize the average capacity utilization of the workstations. Relevant configurable parameters are the number of AGV for part
supply as well as the number of product AGVs that define the number of orders simultaneous being processed by the system. In contrast to classical job shop scheduling, it is possible that a job can be executed on different workstations. Additionally, multiple resources can participate in one process execution. Hence, the problem can be classified as multi resources flexible job shop problem (Zhang et al. 2019).

Since matrix production is meant to outperform flow shop systems especially in the case of short time disruptions of the planned capacities, scenarios comprise workstation breakdowns and delay of part availability.

3 LITERATURE REVIEW

Several papers have been published in the field of matrix or modular production systems in recent years that range from prototypical demonstrators, e.g. the SMART FACE demonstrator (Blesing et. al. 2017), to simulation studies (Schönemann et al. 2015). Since line production currently predominates in modern industry, it is used as a basis for comparison (Perwitz et al. 2022). The papers show a better suitability of the matrix production system for the arising requirements of multi-variant production programs. Since the results seem promising, they are continuously improved and validated. Research is divided into two main areas. In production system design, Bergmann (2022) defines the structure of the production system while production control development uses the resulting structure to deal with the challenging task of finding efficient scheduling approaches for controlling the production flow in this highly flexible environment (Hofmann et al. 2019; Perwitz et al. 2022; Mayer et al. 2021). In general, it was shown that multi agent-based systems are more suitable for the production control in these flexible production systems than central approaches (Feldkamp et al. 2019).

Synchronization of main product and part flow is one of the most critical aspects in scheduling. If parts do not reach the workstations before the product, the workstations stay idle and the main product flow stops. Unfortunately, quantities, times, and locations of multi-variant part demands cannot be known far in advance without losing flexibility in the main product flow (Skubowius et al. 2019). Nevertheless, it can be stated that most papers focus only on controlling the main product flow, leaving a gap considering in-plant part supply. The few approaches dealing with part flow at all can be clustered into two groups. Papers of the first group reducing flexibility of the main product flow to predict future part demand in advance. The challenge of unknown part demands was faced by simulative forecasting of part demands (Skubowius et al. 2019), where the workstations can be pre-stocked with parts. While this approach increases efficiency it reduces the flexibility of the control system in case of disruptions. Mueller et al. (2021) handle the problem of unknown demands with frozen periods. Which also decreases the ability to deal with disturbances caused for example by machine breakdowns in the production control but avoids the ad hoc part requests.

The second group decouples the part flow from the main product flow, assuming that in-plant logistics will manage the in-time part supply and thus schedule the main product processes independently. Filz et al. (2019) add part transportation orders to a queue, after the next production process is chosen assuming that parts and transport capacities are available to supply the workstation in time. The production logistics takes the orders from that queue and transports the parts to the next workstation. Using direct delivery with AGVs this approach reaches an overall capacity utilization rate of 54%.

Schmidtke et al. (2021) references to a heuristic based approach for the part supply, described in Bányai et al. (2019), where the supply is optimized in two stages. The part supply routes are clustered first based on a transport order queue and afterwards optimized. But also, this paper cannot present higher capacity utilization for the production. Based on these results the approach was optimized among other aspects by workstations that can execute different processes and the use of two further part supply strategies (Schmidtke et al. 2023). In the first strategy, the workstations are supplied with direct deliveries triggered when a main part AGV joins the queue in front of the workstations for assembly. In the second strategy, the main part AGV takes a shopping basket with parts for three workstations when entering the production system, extended by Kanban. Large and individual parts are delivered directly. The capacity utilization of
the production system cannot be risen significantly, but station failures are considered, and can be managed quite good. Still main product flow and part flow are decoupled by a transport order queue.

Summarizing the literature review, it can be stated, that if part supply is even considered it is either gained by limiting main product flow flexibility or decoupled from the main part flow. Which means, that disturbances and restrictions in part supply will most probably lead to waiting times and thus bad capacity utilization at workstations.

4 INTEGRATED SCHEDULING OF PRODUCT AND PART FLOW

Addressing the research gap derived in section 3 we introduce our integrated scheduling approach. The integrated production control and scheduling of the main product and part flow in this paper is implemented as a multi-agent system based on the architecture presented by Blesing et al. (2017). The communication is based on the Contract Net (CNET) protocol, used by most of the papers, including Blesing et al. (2017).

The agent types and their interaction with each other as well as the sub task they are responsible for to control the production system are represented in Figure 1. The first agent type is the order management agent (A.1). It is responsible for all currently available unreleased orders, and the order release sequence. The order agent (A.2) is responsible for the completion of its current order in interaction with the resource agents (A.3) that are responsible for one or more resources and the processes executed by these resources. In general, the resource agent can administrate workstations warehouses/ supermarkets and vehicles; sub resources such as the buffers of a workstation are also included. To create a common production schedule, the coordinator agent (A.4) as the central instance is responsible for the scheduling of the decentral specified partial schedules of the resource agents during a certain process request. The last module is the simulation (A.5) that executes the planned process executions and returns the results in form of actual process executions.

In the following the procedure and interaction between the agents to plan and execute process executions is presented in more detail (Figure 2). The steps are executed by the agents described above. In the following, each step is explained in more detail beginning with the first step “Order Release”.

![Figure 1: Agent architecture and simulation.](image1)

![Figure 2: Production control and scheduling procedure.](image2)
4.1 Order Release

Different to Blesing et al. (2017) the order agent requests an order from the order management agent, if it does not have any order to process (Pull) and not vice versa (Push), assuring that always the same number of orders (equal to number of order agents) is in the system based on Constant Work In Process (ConWIP) (Kuhn et al. 2008). If the number of orders in system is required to be variable, this could be easily implemented as another behavior of the order management agent. Hence, the amount of main product AGVs determine the work in process (WIP). After the order management agent releases (step I) a new order, the order agent requests an AGV that is linked to the order until the order is completed.

4.2 Value Added Process Request

Afterwards a value-added process is selected, based on the possible set of processes given by the assembly priority graph. Therefore, a process is selected from the possible set of processes randomly but weighted by the parts needed, assuming that the more parts needed for the process execution the more complex the scheduling, because more sub processes must be scheduled. Accordingly, processes with more part demand are most probably scheduled first. Afterwards, the execution of the selected value-added process is requested from the possible process providers represented by resource agents. The request is valid for a defined time window and includes a preference realized as a mathematical function valid for the requested time window. If a request fails, the time window is extended, and the probability is increased that a process with less part demand is chosen.

4.3 Process Execution Planning

Process providers are always the resource agents that are responsible for the main resources which have the capabilities to perform the process (e.g. an assembly station). These resource agents are responsible for "Process Execution Planning" that is shown in more detail in Figure 2 (top right). The agents receive the process requests (A) and try to compose a feasible planned process execution. Therefore, firstly resources (1) needed are requested from the resource agents responsible for them to participate in the process execution. If a resource is requested (B), the concrete availability within the time window is evaluated (2). Available resources found are offered to the requester, if not the request is rejected. If the requested resource is not already available at the location of demand, the needed transport processes are determined and requested (3). After the resources are organized, the parts are requested (4) with "Organize parts" (C) quite similar to the "Organize resource" algorithm: the availability of a part is evaluated (5) and if the part is available the transport processes are requested if needed too (6). After each request, the results are combined.

When all requests are processed, respectively all possibilities for process executions are determined, each of them forms an AND-OR-tree (see Figure 3). The tree’s root node is the process execution requested by the order agent to execute the process on a certain workstation. Each node represents either a process, a resource or a part that is needed to make the parent node available. Each node also includes the availability over time of the corresponding item. OR-nodes need one of the child nodes while AND-nodes need all its childes to be made available. Each participating resource agent sends its AND-OR tree to the central coordinator agent to find a good and feasible solution among all requests.

4.4 Scheduling

The coordinator agents’ task (step IV “Scheduling”) is to solve the local optimization problem to find the best schedule for the current round of requests. In the current version of our implementation this is done by a search heuristic that tries to find a feasible solution based on application experts knowledge. The coordinator agent takes the AND-OR trees of all the requests and combines them in the Job Pool (Figure 3). Thus, the Job Pool contains all requests from the order agents. Afterwards a request sequence is created using a priority function (3). At the beginning, only the root nodes form the frontier, which is a set of
Frontier nodes \( s_n \) where \( n \in \mathbb{N} \) is the id of a frontier node. Starting the procedure, the request sequence is created by opening the frontier node that has the best evaluated sub tree based on the preference function and by searching for a feasible solution for it. OR nodes and AND nodes are extended based on the same priority function (3) until a leaf node is found.

Figure 3: Scheduling AND-OR Tree example case with preference functions.

The priority function (3) is intended to ensure a fast runtime and high resource capacity utilization. In accordance the influencing factors \( s_{x,n} \) of the priority function are the number of predecessor processes \( s_{pp,n} \), processes that must be executed before the process as precondition. Furthermore, the earliest preferred start time \( s_{e,n} \), the average capacity utilization \( s_{c,n} \) of all resources in the corresponding sub tree, the processes a resource is participating in \( s_{pr,n} \) and the reachable leaf nodes \( s_{r,n} \) (2). The number of predecessors is used to ensure that the processes are scheduled in the correct chronological order and less replanning is needed. The earliest start time and the capacity utilization of the considered period (continuously updated) is used to ensure that waiting time in between the jobs is minimized. Furthermore, \( s_{pr,n} \) is used to give the other requests the highest possible chance to get an available resource and \( s_{r,n} \) to prefer smaller sub trees and therefore parts, that do not need any supply processes because they are already available at the demand location. The weights in (2) are estimated by testing different parameters settings with the aim to avoid replanning and to find a fast solution which does not claim to be optimal. In general, the values in (2) are calculated with application of (1) based on the frontier node itself and their children. Therefore, the frontier node \( s_n \) with the smallest value for an influencing factor \( s_{x,n} \in \{ s_{pp,n}, s_{e,n}, s_{c,n}, s_{pr,n}, s_{r,n} \} \) out of all values \( S_{x,m}, m \in \mathbb{N} \) is assigned the value 1, otherwise 0.

\[
\begin{align*}
    f_{\min}(s_{x,n}) &= \begin{cases} 
    1 & \text{if } s_{x,n} = \min_{m \in \mathbb{N}} S_{x,m} \\
    0 & \text{else}
    \end{cases} \\
    g(n) &= f_{\min}(s_{pp,n}) \times 13 + f_{\min}(s_{e,n}) \times 6 + f_{\min}(s_{c,n}) \times 4 + f_{\min}(s_{pr,n}) \times 1 + f_{\min}(s_{r,n}) \times 1
\end{align*}
\]

\[\arg\max_{n \in \mathbb{N}} (g(n))\]
In the scheduling itself, a preference function of the process and the preference functions of the resources involved are added to form a combined preference function. The time slot with the highest preference value (integral) based on the combined preference function is selected. The aim of the scheduling procedure is the maximization of the resource capacity utilization. To achieve this, waiting times should be avoided. Accordingly, time slots earlier in the future should be preferred. To achieve the intended behavior, preference functions (see bottom right on Figure 3) of the resources are modeled by linear functions with a negative gradient interrupted through already blocked (scheduled) periods. In addition, short unscheduled time windows should be avoided because these can remain unscheduled in further scheduling procedure due to their shortness. Therefore, the values are raised at the beginning of each unscheduled window.

On the way back to the root node the schedule is created step by step by adding all children of AND nodes and one children of the OR nodes. In the AND nodes compatibility to the already scheduled processes is ensured (e.g. that no resource is used at the same time for different process paths). If a feasible solution for one request can be found, the schedule created for a tree of the Job Pool is confirmed. Hence, parts and resources are blocked, and availability is updated for all other requests. The results are sent back to the planning resource agents.

4.5 Process Execution Proposal/Reject, Process Execution and Order Completion

The planning resource agents take the results from the coordinator agent and pass them on to their requesters. This is repeated until the order agent either receives process execution proposals (V.) also containing process executions for the part supply etc. or a rejection message if the request failed. In the latter case, execution step VI is skipped and starts again with step II. If several process execution proposals are available for the order agent, they are evaluated, and the best proposal is accepted. The resource agents of the main resource(s) are afterwards responsible to forward the process executions associated with accepted proposal (and sub proposals) to the event discrete simulation (environment) for execution. The order agent waits until the simulation returns the results in form of actual value-added process-execution (VII.). Based on the result the order agent chooses the next value-added process (II.) and repeats the procedure. If all value-added processes required are finished, the order can be closed (VII.) and the link with the main part AGV can be reset. Afterwards a new order is requested (I.) from the order management agent and the process starts over again.

5 APPLICATION CASE: INDIVIDUALIZED BICYCLE ASSEMBLY

To show the relevance of integrated scheduling, a bicycle assembly reference model was designed and validated in a continuous dialogue with an expert from the automotive sector. It provides the possibility to compare the integrated part flow scheduling with the decoupled part flow scheduling in a simulation. The bicycle assembly contains five workstations with a processing capacity of one bicycle at a time. The shop floor layout is presented in Figure 4 (a). Almost all of them are standardized, meaning on each workstation several different assembly processes can be executed. The only exception is the painting station, which can only perform the painting process. The painting station is furthermore a bottleneck in the assembly priority graph as shown in Figure 4 (b), since no process can be executed alternatively at this point of the priority graph. It is assumed that the painting process time is approximately five times higher than the average of all assembly processes. The queue for main part AGVs waiting to enter a workstation is not limited. Each workstation is equipped with a part buffer, where the low and high variant parts can be stored, assuming no capacity limitation. The high variant parts are delivered by high variant part AGVs from the supermarket to the workstations. In addition, the main part AGVs transport the main products (frame). Each AGV has a capacity of one part and the same speed. Acceleration (e.g. start-up) is not considered. It is ensured that two AGVs cannot load or unload at the same station (supermarket or buffer) at the same time but the AGVs can pass each other and other resources to reach their destination, which means that potential traffic jams are not considered. The supermarket always stores sufficient parts to meet the demand of the processes.
Figure 4: (a) Shop floor layout; (b) Assembly priority graph.

To represent multi-variant product orders, the products are randomly generated by choosing one feature from each of 11 feature clusters. Most features need one or more processes that must be executed, to create the product. On this basis, an order can choose one of nine bicycle frames available, to which some of the 141 possible parts are added in 17 to 22 value-added processes resulting in approximately 600 million different product configurations. As seen on the priority graph in Figure 4 (b), optional processes for example the ring or the mudguard assembly are included. Furthermore, the lighting assembly process is available in two different constellations. The one with a generator has a second predecessor and the other without did not need them. Additionally, the customer delivery process is performed from the finished goods warehouse. The process design was developed to be as close as possible to a real bicycle production. Moreover, care was taken to ensure a high degree of flexibility in using the potential of matrix production. The processes that can be executed by the same workstation are presented in the same color in Figure 4 (b).

For example, the first process “frame assembly” (orange color) is performed by the same workstation as “handlebar assembly”. Each process can only be performed by one workstation. As stated in (Schmidtke et al. 2023) the process times of the assembly can be different in the matrix production. The process times for the part supply differ between 20 and 49 seconds for one way between a workstation and the supermarket. Therefore, a complete part supply including accessing the supermarket and loading the part takes on average about 60 seconds in a simulation run. In comparison the mean process time for a value-added process executed on workstations is 98 seconds. In contrast to realistic behavior, all process times are assumed to be deterministic. This is a limitation that does not affect the results because replanning is not considered. To be close to reality, however, future research could also include stochastic behavior through normal distributed process times often used in this context (Schmidtke et al. 2023; Filz et al. 2019).

6 EXPERIMENTS AND RESULTS

To validate the relevance of integrated scheduling it is compared with a decoupled scheduling of the part supply. For the decoupled scheduling approach, the product flow is scheduled first and then the part supply required for the scheduled processes is handled afterwards. For this purpose, a transportation order queue is used, which contains all required parts including their required quantities, times, and locations. Based on the queue, the part supply AGVs are scheduled according to the first in first out (FiFo) principle.

Before the comparison of both scheduling approaches, in the first scenario – reference scenario (S1) the WIP is varied without considering the part supply to determine the most promising values for the WIP and gain a reference value for the following evaluation of the applied scenarios. The order agents can plan
with a time window of ten minutes in the future. The value was determined in consideration of the negotiation message traffic and the probability of a negotiation failing. If the negotiation fails, the value-added process selection is repeated with increased probabilities to choose a value-added process with a minor part demand by which a higher capacity utilization of the workstations is to be achieved. Moreover, the planning horizon is increased by two minutes to ensure that most processes can be scheduled within this additional time but if not other processes with less material demands get the chance to be scheduled. The WIP (thus the number of main product AGVs) is raised from six up to thirty with step size two and step size one in the most promising areas. The number of orders is set to two hundred in each simulation run and the simulation ends when all orders are processed. Considered are the capacity utilization of the workstations (later also for the logistic system) and the lead times of the orders. To ensure that the KPI values do not include the unsettled part of the simulation, only the middle of the simulation where capacity utilization is neither increasing nor decreasing constantly is considered. To identify this settled part of the simulation, the mean value of a 500-minute time window in the middle of the simulation is set as threshold. The 30-minute passing at the beginning and at the end forms the observation period. The values are set based on a visual inspection of the graphs. Within this time window only completely processed orders are considered.

Experimental results are illustrated in the graphs represented in Figure 5. The capacity utilization rises in negative exponential manner. The workstation “wheel” has reached a max value of 100 % with a WIP of 19. This is also true for the overall production system capacity utilization. Although overall capacity utilization may still rise slightly, the increase is smaller. The lead time of the orders increases linearly. Hence, we decided to evaluate the scenarios with a ConWIP of 19 orders, where the capacity utilization is 88.6 % and the lead time 158 minutes.

![Figure 5: Reference values of capacity utilization (a) and lead time (b).](image-url)

In the following scenarios, the part supply is considered. For the sake of simplicity, the supply of low-variant parts is not considered, and it is assumed that the parts are always available at the workstations using a Kanban system. This abstraction is valid since supplying these parts is no big challenge. The high variant parts are supplied through direct deliveries with AGVs. In the second scenario – decoupled scheduling scenario (S2) the part supply is scheduled after the main product plan is fixed. Hence, the main part AGVs must wait at the workstation until all required part supplies have arrived at the workstation. This also affects the subsequent process executions on the workstation. The third scenario – integrated scheduling scenario (S3) schedules the part supply within the scheduling of the product flow. If a part or a transporting part AGV is not available, the main product cannot be scheduled in the requested time window and another option has to be found.

To show the effect of integrated part flow scheduling, it is investigated how the two approaches perform when the size of part supply AGV fleet for high variant parts changes. Especially in case of bottlenecks the integrated approach is believed to perform better. A further parameter influencing the performance of the
part supply, is the ratio of part supply lead times compared to the assembly lead times. Hence, as a second parameter, the speed of the high variant part AGV is varied. For the first comparison, the AGV fleet size is varied from two to six AGVs, as seen on Figure 6. For three AGVs the workstation capacity utilization for S2 is approximately 5% higher and the lead time 13 minutes lower. As expected, the integrated scheduling approach performs better, but when the number of AGVs rises, the KPIs of both scenarios level, because sufficient AGVs are available to meet all the part supply demands. Also, the differences between four and six AGVs are not significant. The capacity utilization with four AGVs is with 87% (S3) only 1.6% under the target capacity utilization from S1 and can only be slightly improved with more AGVs.

![Figure 6: Comparison of S2 (blue) and S3 (red) for capacity utilization (a) and lead time (b).](image)

The findings can be confirmed through the decrease of speed of the high variant part AGVs. Therefore, the speed is halved from 1 m/s to 0.5 m/s so that the lead time of a single part supply is almost doubled. The results are similar and shown in Figure 7. Whereby 87% capacity utilization is reached with six AGVs seen in Figure 7 (a). The maximal capacity utilization difference can be increased slightly for the AGV fleet size of four, probably because it becomes a more relevant bottleneck with longer transportation times. Moreover, the capacity utilization of the high variant part AGV fleet is considered in Figure 7 (b). Although parts cannot be delivered in time to achieve high-capacity utilization of the workstations, the fleet seems to be underutilized in S2 (A). In contrast, the capacity utilization rate of S3 (A) is at 100% for an AGV fleet sizes three and four. In general, however, the capacity utilization rates are at a high level for both scenarios and decreases with increasing fleet size. Additionally, there is a strong correlation between the capacity utilization of the part supply fleet and those of the workstations in case of the part supply being a bottleneck.

![Figure 7: Comparison of S2 (A) (blue) and S3 (A) (red) for the capacity utilization of the workstations (a) and the high variant part AGV (b).](image)
The experiment results show that the integrated scheduling can lead to better performance of the production system because the dependency of the main product flow from the part supply can be considered within the production scheduling. This has an impact on both the capacity utilization of workstations and the throughput time of orders. The effect is salient, as shown in Table 1, when the capacity utilization of the part AGV fleet is an optimization criterion and the part AGVs become a relevant bottleneck. In the implemented scenario, the capacity utilization could be increased by 5.2 (5.6) % and the order lead time could be decreased by 6.9 (8.5) %.

\[\text{Table 1: Results of experiments in the bottleneck case.}\]

<table>
<thead>
<tr>
<th></th>
<th>S2</th>
<th>S3</th>
<th>Diff.</th>
<th>S2 (A)</th>
<th>S3 (A)</th>
<th>Diff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of part supply AGVs</td>
<td>3</td>
<td></td>
<td></td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speed of part supply AGVs</td>
<td>1 m/s</td>
<td></td>
<td></td>
<td>0.5 m/s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capacity Util. Workstations [%]</td>
<td>73.0</td>
<td>78.2</td>
<td>5.2</td>
<td>65.4</td>
<td>71.0</td>
<td>5.6</td>
</tr>
<tr>
<td>Capacity Util. Part AGVs [%]</td>
<td>92.5</td>
<td>99.2</td>
<td>6.8</td>
<td>91.8</td>
<td>99.9</td>
<td>8.1</td>
</tr>
<tr>
<td>Lead Time Orders [min.]</td>
<td>189</td>
<td>176</td>
<td>13</td>
<td>212</td>
<td>194</td>
<td>18</td>
</tr>
</tbody>
</table>

7 DISCUSSION AND OUTLOOK

In this paper we showed that integration of part flow scheduling is promising to increase capacity utilization of workstation and the transport fleet as well as to reduce order lead times, especially in the case of bottlenecks and disruption in the supply process. This is possible if processes with parts supply bottlenecks can be replaced by processes with fewer part supply demands and therefore less workload for the parts supply. The advantage could additionally increase when traffic jams on the shop floor are considered, which we believe is a very relevant topic not addressed so far in the academic research for matrix production systems.

As outlook two areas should be addressed in the future. Firstly, the heuristic-based control approach presented in this paper should be improved and replaced by more systematic optimization procedures e.g. based on metaheuristics. Additionally, further decentralization by introducing real prize-based negotiations between the agents could be interesting especially when scheduling will additionally include resources from different companies in the future. In such a decentral scenario reinforcement learning approaches could also be tested to improve the agents’ behaviors. Secondly, we consider the presented bicycle application case including model and simulation as a base for further research. Until now the scientific community in the field lacks of a publicly available use-case to benchmark different approaches and make results comparable. Our aim is to make the presented environment available for other research. Nevertheless, some improvements have to be implemented beforehand. A better balancing of lead times and stations capabilities as well as including detailed traffic behavior in the simulation, to investigate spatial bottlenecks.
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