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ABSTRACT

In this paper, we formulate the ranking and selection (R&S) problem as a stochastic control problem under the Bayesian framework. We propose to use particle filter to approximate the posterior distribution of states under the general Bayesian framework. The learning and decision are treated under the umbrella of a partially observable Markov decision process and a rollout policy based on Monte Carlo simulation is proposed. This policy can use one or more classic R&S approaches as base policies to efficiently learn the value function by rolling out simulation trajectories. We present numerical examples to demonstrate the effectiveness of the rollout policy and the performance of our policy is significantly improved relatively to the base policies.

1 INTRODUCTION

For decision-making problems in the real world, managers usually need to compare several alternatives based on a certain measure for selecting the one with the best performance. Specifically, in a random environment, there are several alternatives with unknown average performance, and it is necessary to learn the alternative with the best performance by random sampling. Therefore, we need to design a sampling policy to allocate simulation budget dynamically and select the optimal alternative based on the entire sample information (Hong et al. 2021). In simulation, the aforementioned problems are often referred to as Ranking and Selection (R&S).

A well-studied paradigm in R&S is the framework of indifference zone (IZ), which could be traced back to the study of Bechhofer (1954) and Rinott (1978). The recent advances can be found in Kim and Nelson (2001), Frazier et al. (2007), Luo et al. (2015) and Ni et al. (2015). The sampling allocation algorithm in IZ framework ensures that the probability of correction selection (PCS) reaches a certain level. In IZ framework, the guarantee of PCS is primary and the (statistical) efficiency of finding the best solution is secondary. Due to the need to guarantee PCS level in a worst-case configuration, the sampling algorithm in the IZ framework tends to allocate more simulation replications than required to guarantee PCS level.

Therefore, many recent studies focus on improving the efficiency of finding the optimal alternative. Representative policies include: optimal computing budget allocation (OCBA) (Chen et al. 2006; Chen et al. 2000), expected value of information (EVI) (Chick et al. 2010; Inoue and Koichiro 2001), knowledge gradient (KG) (Frazier et al. 2007; Gupta and Miescke 1996), and expected improvement (EI) (Donald et al. 1998; Ryzhov 2016), where the sampling allocation decisions are derived under the framework of static optimization or one-step forward greedy optimization. Recently, Peng et al. (2016) and Peng et al. (2018) formulate the dynamic sampling decisions in R&S using dynamic programming as a stochastic control problem (SCP), whose optimal solution satisfies the Bellman equation. Peng et al. (2018) prove that under the common conditions of R&S, sampling allocation decision does not affect the Bayesian posterior distribution based on sample observation information. Thus, the SCP is a Markov decision process (MDP).
Many random optimization problems can be modeled as partially observable Markov decision process (POMDP). However, due to curse-of-dimensionality, value iteration, policy iteration and other classical solving policies, are often intractable to solve POMDP problems. Bertsekas and Castanon (1998) propose a rollout scheme through Monte Carlo simulation. Given sufficient simulation budget, Monte Carlo sampling based on any base policy can ensure that new policy obtained by rollout would not be worse than the original base policy. The rollout policy has been used in some papers related to dynamic programming. Tesauro and Galperin (1996) also apply the policy in the context of computer backgammon based on simulation. The terminology "rollout" is introduced by Tesauro as a synonym for repeated play of a given backgammon position to estimate the expected score by Monte Carlo simulation.

Any POMDP can be converted into an equivalent MDP by merging information-state MDP (ISMDP). Since Peng et al. (2018) model the R&S problem as an MDP, R&S can also be described by POMDP and derive its corresponding rollout policy. In this paper, we study the simulation budget allocation policy in R&S problem from the perspective of POMDP, where the state variables in POMDP follow a fixed distribution. We introduce a rollout policy that can effectively integrate existing R&S simulation sampling policies. Specifically, we take several popular sampling policies as the base policies and conduct numerical experiments under different parameter distributions. The results show that the performance of rollout policies is much better than their base policies. In order to improve applicability, we also propose to use particle filter to update the posterior distribution of parameter when the parameter distribution has no conjugate priors. To the best of our knowledge, this is the first work to study the rollout policy of R&S problem to enhance the performance of base policies.

The rest of this paper is organized as follows. In Section 2, we define the R&S problem, show how R&S can be expressed as a SCP, and give the related Bellman optimality equation. In Section 3, We focus on the principle and properties of the rollout policy. The numerical experimental results are presented in Section 4. In Section 5, the conclusion is given and the prospect is proposed.

2 R&S UNDER BAYESIAN FRAMEWORK

2.1 Problem Formulation

Suppose there are $N$ alternatives with unknown mean $\mu_i$, $i = 1, \ldots, N$. Our goal is to select the alternative with the highest mean as the best alternative, i.e.,

$$\langle 1 \rangle \triangleq \arg \max_{i=1, \ldots, N} \mu_i,$$

where $\mu_i$ is obtained by sampling estimation. Let $X_{i,t}$ be the $t$-th sampling of alternative $i$. Assume $X_t \triangleq (X_{1,t}, \ldots, X_{N,t})$, $t \in \mathbb{Z}^+$, is a joint sampling distribution and follows independent identical distribution (i.i.d.), i.e., $X_t \sim Q(\cdot; \theta)$, whose probability density function is $q(\cdot; \theta)$, where $\theta \in \Theta$ contains all unknown parameters in the parameter family. The marginal distribution of alternative $i$ is $Q_i(\cdot; \theta_i)$, the density is $q_i(\cdot; \theta_i)$, $\theta_i$ contains all the unknown parameters in the marginal distribution, $\mu_i \in \Theta_i$, and $(\theta_1, \ldots, \theta_N) \in \Theta$. In addition, we assume that the unknown parameters follow a prior distribution, i.e., $\theta \sim F(\cdot; \zeta_0)$, where $\zeta_0$ contains all hyperparameters of the parameter family of the prior distribution.

The dynamic decision in R&S problem can be expressed as an allocation and selection (A&S) policy (Peng et al. 2016). The allocation policy $\mathcal{A}_t(\cdot)$ represents the allocation of the $t$-th sampling budget to an alternative according to a certain standard, while the selection policy $\mathcal{S}_t(\cdot)$ represents the selection of the best alternative after exhausting all the sampling budget.

Allocation policies are a sequence of mappings, $\mathcal{A}_t(\cdot) = (A_1(\cdot), \ldots, A_t(\cdot))$, where $A_t(\varepsilon_{t-1}^a) \in \{1, \ldots, N\}$, which allocates the $t$-th sampling budget to an alternative based on the information set $\varepsilon_{t-1}^a$ collected through all the previous steps. The information at step $t$ is given by the formula

$$\varepsilon_t^a \triangleq \{\mathcal{A}_t(\varepsilon_{t-1}^a); \mathcal{S}_t\},$$
where \( \epsilon_t \) contains all sample information and prior information \( \zeta_0 \). Define

\[
A_i(\epsilon^a_{t-1}) \triangleq 1\{A_t(\epsilon^a_{t-1}) = i\}.
\]

Peng et al. (2018) describe the information collection process in R&S problem that follows the sampling allocation policy. Taking the allocation of four samples among the three alternatives as an example, given the prior information \( \zeta_0 \), the collected information set \( \epsilon^a_t \) is determined by the following two tables. The allocation decision expressed in right table determines the (bold) observable elements in left table.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Sample 1</th>
<th>Sample 2</th>
<th>Sample 3</th>
<th>Sample 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>X_{1,1}</td>
<td>X_{2,1}</td>
<td>X_{3,1}</td>
<td>A_{1,1}(\zeta_0) = 0</td>
<td>A_{2,1}(\zeta_0) = 1</td>
</tr>
<tr>
<td>X_{1,2}</td>
<td>X_{2,2}</td>
<td>X_{3,2}</td>
<td>A_{1,2}(\epsilon^a_t) = 1</td>
<td>A_{2,2}(\epsilon^a_t) = 0</td>
</tr>
<tr>
<td>X_{1,3}</td>
<td>X_{2,3}</td>
<td>X_{3,3}</td>
<td>A_{1,3}(\epsilon^a_t) = 1</td>
<td>A_{2,3}(\epsilon^a_t) = 0</td>
</tr>
<tr>
<td>X_{1,4}</td>
<td>X_{2,4}</td>
<td>X_{3,4}</td>
<td>A_{1,4}(\epsilon^a_t) = 0</td>
<td>A_{2,4}(\epsilon^a_t) = 0</td>
</tr>
</tbody>
</table>

(1)

Meanwhile, Peng et al. (2018) show that sampling decision-making and information flow have an interactive relationship. In (1), the interaction between sampling allocation decision and information flow is shown as follows:

\[
\zeta_0 \rightarrow \epsilon^a_1 = \{A_1(\zeta_0) = 2; \epsilon_1\} \rightarrow \ldots \rightarrow \epsilon^a_4 = \{A_1(\zeta_0) = 2, \ldots, A_4(\epsilon^a_3) = 3; \epsilon_4\}. \tag{2}
\]

As \( t \) increases, sampling decisions and information sets are nested within each other. We reorganize our sample observations and put them together in chronological order, i.e., \( \bar{X}^i = (X_{1,1}, \ldots, X_{t,i}) \), where \( t_i = \sum_{j=1}^i A_{ij}(\epsilon^a_{i-1}) \), \( i = 1, \ldots, N \). Although \( t_i \) is also a mapping from the information set, we do not express the dependency on the information set in the notation for simplicity. For example, (3) shows how to reorganize sample observations in (1). We can get

\[
\bar{X}_{1,1} = X_{1,2} \quad \bar{X}_{2,1} = X_{2,1} \quad \bar{X}_{3,1} = X_{3,4} \\
\bar{X}_{1,2} = X_{1,3}
\tag{3}
\]

The selection is a mapping \( \mathcal{S}(\epsilon^a_t) \in \{1, \ldots, N\} \), which makes the final selection at step \( T \) and selects the best solution according to the information collected through the allocation. The reward for a given final choice is a function of \( \theta \), i.e., \( V(\theta; i)|_{i=\mathcal{S}} \). In R&S, the two most commonly used reward functions are

\[
V_p(\theta; i) \triangleq 1\{i = \langle 1 \rangle\},
\]

\[
V_E(\theta; i) \triangleq \mu_i - \mu_{\langle 1 \rangle},
\]

where subscripts \( P \) and \( E \) represent PCS and expected opportunity cost (EOC), respectively. \( \langle i \rangle, i = 1, \ldots, N \), is the indices of alternatives in a descending order, which satisfies \( \mu_{\langle 1 \rangle} > \ldots > \mu_{\langle N \rangle} \). \( V_p = 1 \) if the selected alternative is the true best; otherwise, \( V_p = 0 \). \( V_E \) is the difference between the mean of the chosen alternative and the mean of the true best, which measures the EOC of the selection decision. It should be noted that due to the uncertainty of the parameter \( \theta \), the values of the final reward \( V_p \) and \( V_E \) are unknown and need to be quantified through the prior distribution of the parameters in the Bayesian framework.

### 2.2 R&S as Stochastic Control

Peng et al. (2018) represent the dynamic decision in R&S as an SCP. In the Bayesian framework, the expected values of A&S policy \( (\mathcal{A}, \mathcal{S}) \) can be defined recursively in SCP as

\[
V_T(\epsilon^a_t; \mathcal{A}, \mathcal{S}) \triangleq \mathbb{E}[V(\theta; i)|\epsilon^a_T]|_{i=\mathcal{S}(\epsilon^a_T)} = \int_{\theta \in \Theta} V(\theta; i) F(\theta|\epsilon^a_T)|_{i=\mathcal{S}(\epsilon^a_T)},
\]
where $\mathcal{A} \triangleq \mathcal{A}_T$, $F(\cdot|\varepsilon_t^a)$ is the posterior distribution of $\theta$ based on information set $\varepsilon_t^a$. The $d\cdot$ in $d\theta$ represents the Lebesgue measure for continuous distribution and the counting measure for discrete distribution.

$$V_t(\varepsilon_t^a; \mathcal{A}, \mathcal{I}) \triangleq \mathbb{E}[V_{t+1}(\varepsilon_{t+1}^a, \mathcal{A}_t, \mathcal{I})|\varepsilon_t^a]_{|i=A_{t+1}(\varepsilon_{t+1}^a)}$$

$$= \int_{\mathcal{A}_t} V_{t+1}(\varepsilon_{t+1}^a, \mathcal{A}_t, \mathcal{I})Q_i(\varepsilon_t^a)_{|i=A_{t+1}(\varepsilon_{t+1}^a)},$$

$\mathcal{A}_t$ is the support set of $X_{i,t+1}$ distribution, and $Q_i(\cdot|\varepsilon_t^a)$ is the predictive distribution of $X_{i,t+1}$ based on information set $\varepsilon_t^a$. Posterior and predictive distributions can be expressed by using Bayesian rules as follows:

$$F(d\theta|\varepsilon_t^a) = \frac{L(\varepsilon_t^a; \theta)F(d\theta; \zeta_0)}{\int_{\theta} L(\varepsilon_t^a; \theta)F(d\theta; \zeta_0)}, \quad (4)$$

$$Q_i(dx_{i,t+1}|\varepsilon_t^a) = \frac{\int_{\theta} Q_i(dx_{i,t+1}; \theta)L(\varepsilon_t^a; \theta)F(d\theta; \zeta_0)}{\int_{\theta} L(\varepsilon_t^a; \theta)F(d\theta; \zeta_0)}, \quad (5)$$

where $L(\cdot)$ is the likelihood of the sample. The posterior and predictive distributions of normal sampling distributions are discussed in the next section. Through the formula of SCP, we define an optimal A&S policy as

$$(\mathcal{A}^*, \mathcal{I}^*) \triangleq \sup_{\mathcal{A}, \mathcal{I}} V_0(\varepsilon_0; \mathcal{A}, \mathcal{I}). \quad (6)$$

We give the Bellman equation of SCP (6). As from the analysis above, the sampling decision and information sets are nested. To avoid tracking the history of the whole sampling allocation decisions, Theorem 1 given by Peng et al. (2018) shows that the posterior distribution and predictive distribution of step $t$ are determined by $\varepsilon_t$. Under the canonical assumptions in R&S, sampling distribution policy will not affect the Bayesian structure, i.e., $(X_{i_1}, \ldots, X_{i_N}), \ t \in \mathbb{Z}^+$, is independent, and dependencies between the sampling distributions $Q$ of different alternatives are allowed. Thus, if we define $\varepsilon_t$ as the state of step $t$, then SCP (6) satisfies the optimality equation of MDP.

Next we give a formal description of the R&S problem as an MDP. The MDP has state $\varepsilon_t$, action $A_{t+1}$, $0 \leq t < T$, and $\mathcal{I}, \ t = T$. When $0 \leq t < T$, there is no reward; when $t = T$, the reward is $V_T(\varepsilon_T; \mathcal{I})$. The information set changes as follows as follows at $0 \leq t < T$,

$$(\zeta_0, \overline{X}_1^{(i)}, \ldots, \overline{X}_N^{(i)}) \rightarrow (\zeta_0, \overline{X}_1^{(i)}, \overline{X}_i^{(i)}, \xi_{i,t+1}, \ldots, \overline{X}_N^{(i)})_{|i=A_{t+1}} \quad (7)$$

where $X_{i,t+1} \sim Q_i(\cdot|\varepsilon_t), \ i = A_{t+1}$. We can recursively calculate the optimal A&S policy $(\mathcal{A}^*, \mathcal{I}^*)$ for SCP (6) by using the following Bellman equation:

$$V_T(\varepsilon_T) \triangleq V_T(\varepsilon_T; i)_{|i=\mathcal{I}^*(\varepsilon_T)}, \quad (8)$$

$$= \mathbb{E}[V_T(D; i)|\varepsilon_T],$$

$$\mathcal{I}^*(\varepsilon_T) = \arg \max_{i=1, \ldots, N} V_T(\varepsilon_T; i),$$

for $0 \leq t < T$, we have

$$V_t(\varepsilon_t) \triangleq V_t(\varepsilon_t; i)_{|i=A_{t+1}^*(\varepsilon_t)} = \mathbb{E}[V_{t+1}(\varepsilon_{i,t+1}; X_{i,t+1})|\varepsilon_t], \quad (9)$$

$$A_{t+1}^*(\varepsilon_t) = \arg \max_{i=1, \ldots, N} V_t(\varepsilon_t; i).$$

For an MDP, the equivalence between SCP’s optimal policy (6) and the optimal policy (8), (9) can be established directly by induction.
2.3 Update of Posterior Distribution

Under the Bayesian framework, the problem of state estimation is to recursively update the belief \(\theta_t\) of the current state based on existing information set \(\varepsilon_t\). This belief is described by the distribution \(f(\cdot|\varepsilon_t)\), which needs to be calculated recursively by predicting and updating steps. The predicting step is to calculate the posterior probability density of current state based on the existing prior information given by \(f(\cdot|\varepsilon_{t-1})\). The updating step is to calculate the posterior probability density by using the latest measurement values to modify the prior probability density.

The dimension of the MDP state space mentioned above grows as the steps grow. Under conjugacy, the information set \(\varepsilon_t\) can be completely determined by the posterior hyperparameter, i.e., \(\varepsilon_t = \zeta_t\). Thus, the dimension of the state space is the dimension of the hyperparameter, which is fixed at any step. The following provides a concrete form of conjugation for independent normal distributions with known variances.

Under the Bayesian framework, the conjugate prior of normal distribution \(N(\mu, \sigma^2)\) with unknown mean and known variance is a normal distribution \(N(\mu^{(0)}, (\sigma^{(0)})^2)\), and the posterior distribution of \(\mu\) is \(N(\mu^{(t)}, (\sigma^{(t)})^2)\), where

\[
\mu^{(t)} = (\sigma^{(0)})^2 \left( \frac{\mu^{(0)}}{(\sigma^{(0)})^2} + \frac{t_m^{(t)}}{\sigma^2} \right), \quad m^{(t)} = \frac{\sum_{i=1}^{l} X_{i,t}}{t_i},
\]

\[
(\sigma^{(t)})^2 = \left( \frac{1}{(\sigma^{(0)})^2} + \frac{t}{\sigma^2} \right)^{-1}.
\]

The predictive distribution of \(X_{i,t+1}\) is \(N(\mu^{(t)}, \sigma^2 + (\sigma^{(t)})^2)\). If \((\sigma^{(0)})^2 \to \infty\), then \(\mu^{(t)} = m^{(t)}\). In this case, the prior is a non-informative prior. For a normal distribution with unknown variance, there is a normal conjugate prior.

Next we discuss a feasible way to update a posterior distribution for parameters without conjugate priors. Monte Carlo simulation could be a computationally feasible choice. Due to Markovian property, it is natural to assume that the \(\theta_t\) at the current time \(t\) is only related to \(\theta_{t-1}\) at the previous time. Also, suppose that the information set \(\varepsilon_t\) measured at time \(t\) is only related to \(\theta_{t-1}\). We can generate a large number of sample paths (particles), and use particle filter to iteratively update the posterior measure (Doucet 2001). R&S only requires a special case of particle filter where the particles do not mutate to update the posterior distribution as follows (Peng et al. 2018):

\[
\hat{F}(\cdot|\varepsilon_t) = \frac{1}{K} \sum_{i=1}^{K} \mathbf{1}_{\hat{\theta}_{i,t}^{(t)}(\cdot)} \Rightarrow \hat{F}(\cdot|\varepsilon_{t+1}) = \frac{1}{K} \sum_{i=1}^{K} \mathbf{1}_{\hat{\theta}_{i,t+1}^{(t+1)}(\cdot)},
\]

where \(K\) is the number of particles, \(\hat{\theta}_{i,t}^{(t)}\) is the \(j\)-th particle for \(\theta\) at step \(t\), \(j = 1, \ldots, K\), and \(\mathbf{1}(\cdot)\) is the delta-measure with mass on \(x\). The particles \(\hat{\theta}_{i,t+1}^{(t+1)}\) are resampled from \(\hat{\theta}_{i,t}^{(t)}\) with weights

\[
w_{i,j} = \frac{q_i(X_{i,t}; \hat{\theta}_{i,t}^{(t)})}{\sum_{l=1}^{K} q_l(X_{i,t}; \hat{\theta}_{l,t}^{(t)})}, \quad j = 1, \ldots, K,
\]

where \(q_i(\cdot)\) is the density for the sampling distribution of the \(i\)-th alternative, \(i = 1, \ldots, N\). The pseudo-code of the particle filter is shown in Algorithm 1.

3 ROLLOUT POLICY

The idea of rollout policy with a single base policy is: given a fixed budget, perform \(K\) rollouts with the corresponding base policy \(\pi\) at the \(i\)-th decision node (i.e., selecting the \(i\)-th alternative) at step \(t\) (i.e.,
allocating the $t + 1$-th sampling budget), and estimate the action value obtained by action $A_{t+1}$. Budget $t$ is allocated to the alternative with the highest current action value.

Next, we account for the rollout policy in detail and start with the basic notation. $\epsilon_{t+1}^{(i)}$ represents the updated state after selecting the $i$-th alternative through action $A_{t+1}^{(i)}$ in $\epsilon_t$. See (3) (7) for details on how to update the state. $A_{t+1}$ represents a set of possible actions for allocating $t + 1$-th simulation replication, $A_{t+1} = \{A_{t+1}^{(1)}, \ldots, A_{t+1}^{(N)}\}$, and the action that allocates budget $t$ to alternative $i$ is $A_{t+1}^{(i)} = i$, $i = 1, \ldots, N$.

Monte Carlo simulation is used to generate $K$ sample trajectories of dimension $T - t \times N$ at step $t$, where the remaining budget is $T - t$. These simulations entail the generation of $K$ trajectories by the base policy $\pi$, resulting in getting the reward $r_{i,k}^{(t)}$. Note that the allocation process in the R&S problem does not generate rewards, which are only collected at the end of the process through numerous repetitions of rollouts to estimate the current PCS by mean reward. $r_{i,1}^{(t)}, \ldots, r_{i,K}^{(t)}$ constitute independent and identically distributed random variables following the Bernoulli distribution with a distribution parameter of $\text{PCS}^{\pi}(\epsilon_{t+1}^{(i)})$. $\text{PCS}^{\pi}(\epsilon_{t+1}^{(i)})$ represents the PCS value in $\epsilon_{t+1}^{(i)}$ when using policy $\pi$ to complete the remaining allocation process. $r_{i,k}^{(t)}$ takes value 1 if the optimal alternative is selected and 0 otherwise, with probabilities of $\text{PCS}^{\pi}(\epsilon_{t+1}^{(i)})$ and $1 - \text{PCS}^{\pi}(\epsilon_{t+1}^{(i)})$, respectively. We define $V^{\pi}(\epsilon_t, A_{t+1}^{(i)})$ as the theoretical action value of taking action $A_{t+1}^{(i)}$ in $\epsilon_t$ using base policy $\pi$, where

$$V^{\pi}(\epsilon_t, A_{t+1}^{(i)}) = \text{PCS}^{\pi}(\epsilon_{t+1}^{(i)}).$$

$V_t^{(i)}(\epsilon_t^{(i)})$ is an approximation of $V^{\pi}(\epsilon_t, A_{t+1}^{(i)})$ estimated by rollout, i.e.,

$$V_t^{(i)}(\epsilon_t^{(i)}) = \frac{1}{K} \sum_{k=1}^{K} r_{i,k}^{(t)}$$

and when $K \to \infty$, $V_t^{(i)}(\epsilon_t^{(i)}) \to \text{PCS}^{\pi}(\epsilon_{t+1}^{(i)})$. The accuracy of reward value estimation improves with the increase of simulation rollout number $K$. According to the law of large numbers, the average of $r_{i,k}^{(t)}$ is an unbiased estimate of $V^{\pi}$. Theorem 1 in (Bertsekas and Castanon 1998) justifies that the rollout policy is guaranteed to perform at least as well as its base policy if the base policy is consistent. Many common base policies of the greedy type in R&S are consistent. Therefore, in the R&S problems discussed in this paper, the rollout policy is guaranteed to not be worse than the given base policy $\pi$ when the action value estimate is accurate enough. Not only does the “accuracy” here mean that the estimate is close to the theoretical

---

**Algorithm 1: Particle Filter**

**Input:** $F(\cdot|\epsilon_t), \epsilon_t^{(i)}, N, K$

**Output:** the estimate distribution of the state $t$: $\hat{F}(\cdot|\epsilon_{t+1})$

1. for $i=1$ to $N$ do
   2. particle set initialization: generate sample particle set $\{\theta_{i,j}^{(t)}\}$ by prior $F$;
   3. for $j=1$ to $K$ do
      4. calculate and normalize particle weights $w_{i,j} = \frac{q_t(X_{i,j}; \theta_{i,j}^{(t)})}{\sum_{i=1}^{N} q_t(X_{i,j}; \theta_{i,j}^{(t)})}$;
      5. resample the particle set $\{\theta_{i,j}^{(t)}, w_{i,j}\}$ to get the new particle set $\{\theta_{i,j}^{(t+1)}, \frac{1}{K}\}$;
   6. end
   7. end
   8. $\hat{F}(\cdot|\epsilon_{t+1}) = \frac{1}{K} \sum_{i=1}^{K} 1_{A_{i,j}^{(t+1)}}(\cdot)$.  

---
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value PCS \( \pi (\varepsilon_{t+1}) \) but also it refers to the accurate sequence of \( V_t^{(i)} (\varepsilon_{t+1}) \), i.e., if PCS \( \pi (\varepsilon_{t+1}) > PCS \pi (\varepsilon_{t+1}) \), then \( V_t^{(i)} (\varepsilon_{t+1}) > V_t^{(j)} (\varepsilon_{t+1}) \). The above situation does not always happen when the number of rollouts is finite, however, we still can guarantee the policy improvement with a certain probability in the current state.

After obtaining the action value, the action taken is:

\[
A_{t+1} = \arg \max_{i=1,\ldots,N} V_t^{(i)} (\varepsilon_{t+1}).
\]

Algorithm 2 gives the pseudo-code for rollout of a single base policy.

**Algorithm 2: Single Base Policy Rollout Iteration**

**Input:** \( \zeta_0, N, T, F_0 \)

**Output:** \( S^* \)

1. \( \varepsilon_0 = \zeta_0; \)
2. for \( t=1 \) to \( T-1 \) do
3.   draw a set of simulation sample space from belief \( F_t; \)
4.   for \( i=1 \) to \( N \) do
5.     \( A_{t+1}^{(i)} \leftarrow \) take action on the previous state \( \varepsilon_t; \)
6.     \( \varepsilon_{t+1}^{(i)} \leftarrow \) update the state based on \( A_{t+1}^{(i)}; \)
7.     \( F_{t+1}^{(i)} \leftarrow \) update the parameter posterior distribution;
8.     \( V_{t+1}^{(i)} (\varepsilon_{t+1}) \leftarrow \) estimate the value by \( K \) rollouts using base policy \( \pi; \)
9.   end
10. \( A_{t+1}^{*} (\varepsilon_t) \leftarrow \arg \max_{i=1,\ldots,N} (V_{t+1}^{(i)} (\varepsilon_{t+1})); \)
11. \( \varepsilon_{t+1} \leftarrow \) update the state based on \( A_{t+1}^{*}; \)
12. \( F_{t+1} \leftarrow \) update the parameter posterior distribution;
13. end
14. \( S^* \leftarrow \) select the alternative with the largest parameter posterior mean.

We can also use the parallel rollout policy (Chang et al. 2004). Given a base policy set \( \Pi = \{\pi_1, \ldots, \pi_H\} \), calculate the reward value according to each single policy rollout, the reward value of alternative \( i \) is the maximum among \( H \) single policy reward values, and the budget is finally allocated to the alternative with the largest current reward value. The parallel rollout policy is guaranteed to be at least as good as the best base policy in \( \Pi \). The formula of reward value is

\[
V_{t,\pi_0}^{(i)} (\varepsilon_{t+1}) = \frac{1}{K} \sum_{k=1}^{K} r_{i,k,\pi_0};
\]

and when \( K \to \infty \), \( V_{t,\pi_0}^{(i)} (\varepsilon_{t+1}) \to V_{\pi_0}^{(i)} (\varepsilon_{t+1}) = PCS_{\pi_0}^{(i)} (\varepsilon_{t+1}) \). The optimal value function is

\[
\tilde{V}_{t+1}^{*} (\varepsilon_{t+1}) = \max_{\pi_0 \in \Pi} (V_{t,\pi_0}^{(i)} (\varepsilon_{t+1}));
\]
which in turn leads to the following parallel rollout policy:

\[ \tilde{A}^{*}_{t+1}(\varepsilon_t) = \arg \max_{i=1,...,N} (\tilde{V}^{*}_{t}(\varepsilon_t(i))). \]

This approach addresses the problem of base policy selection when it is impossible to determine which allocation policy is more effective in the current environment.

4 SIMULATION EXPERIMENTS

In this section, we test the rollout procedure with different base policies by comparing it with existing classical sampling approaches. The following five sampling allocation policies are used for comparison: KG with uninformative prior (Frazier et al. 2007); AOAP with uninformative prior (Peng et al. 2018); EI with uninformative prior (Donald et al. 1998); EA that sequentially allocates the first to the last alternative in a cyclical manner; PTV, for which the number of allocated simulation replications to each alternative is proportional to its sample variance, implemented sequentially by the "most starving" rule.

In order to better understand the numerical experiment, in conjunction with the description of the R&S problem in Section 2, we once again clarify how is synthetic data generated (to mimic a real world use case) and what are algorithm settings. Under the assumption of a normal sampling distribution, i.i.d. samples from each alternative \( i \) are generated by \( X_i \sim N(\mu_i, \sigma_i^2) \), where \( \mu_i \) is a ground truth mean performance randomly generated at the start of each experiment and \( \sigma_i \) is the true standard deviation. We conduct numerical experiments under the assumption that \( \mu_i \) follows normal, beta, gamma, and beta + binomial distributions, respectively. The selection policy is fixed as \( \hat{S}(\varepsilon_t) = \langle 1 \rangle_t \), which selects the alternative with the largest posterior mean. The numerical performance of each sampling procedure is measured by the PCS following the sampling procedure to allocate a fixed amount of simulation budget, i.e.,

\[ \text{PCS}_t \triangleq \mathbb{E} \{ 1\{ \hat{S}(\varepsilon_t) = \langle 1 \rangle \} \}. \]

Numerical experiments show that the proposed policy greatly improves the performance of the base policy in various scenarios. All statistics in this section are estimated from \( 10^4 \) independent macro-simulations.

4.1 Normal Distribution with Conjugate Prior

To compare rollout policy whose base policy is EA and AOAP, respectively, with KG, AOAP, EA and PTV in the normal sampling distributions, we use two typical scenarios with high-confidence and low-confidence (Peng et al. 2018). The priors for the unknown means of the normal sampling distributions are assumed to be the normal conjugate priors introduced in Section II, i.e, \( \mu_i \sim N(\mu_i^{(0)}, (\sigma_i^{(0)})^2) \). We control the confidence of the scenario by adjusting the mean \( \mu_i^{(0)} \) and standard deviation \( \sigma_i^{(0)} \) of the true mean \( \mu_i \).

**A High-Confidence Scenario** In the first example, the number of alternatives is \( N = 5 \) and the total simulation budget is \( T = 100 \). The high-confidence scenario prior hyper-parameters are given by \( \mu_i^{(0)} = 0, (\sigma_i^{(0)})^2 = 1 \), the true standard deviation \( \sigma_i = 1, i = 1,\ldots,5 \).

High-confidence scenarios are qualitatively described by three characteristics: large differences between the performance of different scenarios, small variances, and large simulation budget. The standard deviation of the prior distribution controls the dispersion of the true mean following the prior distribution. This example can be categorized as a high-confidence scenario. The first 50 sampling budgets are allocated equally to each alternative, and the remaining simulation replications are allocated according to different sampling allocation procedures. The number of rollouts per step is \( K = 50 \). Figure 1 (a) shows the trajectory of PCS when the simulation budget increases from 50 to 100.
As can be seen from Figure 1 (a), the rollout policies significantly outperform other policies with the increase of simulation budget, and the rollout policies lead to 4% increase in PCS compared with the classic R&S policies at the end. EA and AOAP are almost indistinguishable, whereas KG is slightly better than other classic R&S policies.

**A Low-Confidence Scenario** In this example, the number of alternatives is $N = 5$ and the total simulation budget is $T = 100$. The low-confidence scenario prior hyper-parameters are $\mu_i^{(0)} = 0$, $(\sigma_i^{(0)})^2 = 0.002$, $i = 1$, $(\sigma_i^{(0)})^2 = 0.001$, $i = 2, \ldots, 5$, the standard deviation $\sigma_i = 1$, $i = 1, \ldots, 5$.

Low-confidence scenarios are qualitatively described by three characteristics: the differences between the means of competing designs are small, the variances are large, and small simulation budget. The first 50 initial simulation replications are allocated equally to five alternatives. The number of rollouts per step is $K = 50$.

As can be seen from Figure 1 (b), PCS of four base sequential policies slowly increase with the increase of simulation budget, AOAP and KG have a slight advantage over the other two classic R&S policies. PCS of the rollout policies grows rapidly, significantly faster than PCS obtained by other policies and lead to 14%-20% increase in PCS at the end. Moreover, it is observed that AOAP outperforms EA, and the rollout policy with AOAP as the base policy also performs significantly better than the one with EA as the base policy, which corroborates our theoretical result that the rollout policy performance depends on the base policy performance.

### 4.2 General Bayesian Distribution

We use sampling importance resampling filter (SIR), a popular particle filter algorithm which combines sequential importance sampling and resampling to update the posterior distribution of parameters. How to choose the number of sample particles $N_P$ is an important problem in the trade-off between computation time and accuracy. We conduct experiment with $N_P = 50, 100, 500$ in the above two normal distribution scenarios of Section 4.1, and select Root Mean Squared Error (RMSE) to measure the estimation accuracy. RMSE between policies with conjugate prior and SIR in Table 1 and CPU time in Table 2 indicates that, in general, more particles increase the estimation accuracy and computation time. In experiments, $N_P = 50$ is adopted for SIR.

Under the general Bayesian framework, we assume that the sampling distributions are normal with unknown mean and known variance, and give numerical examples to test the proposed rollout policy (the base policy is EA), EI, EA and PTV in different distribution scenarios. The priors for the unknown means...
Table 1: RMSE of each policy.

<table>
<thead>
<tr>
<th></th>
<th>Policy</th>
<th>EA-SIR50</th>
<th>EA-SIR100</th>
<th>EA-SIR500</th>
<th>KG-SIR50</th>
<th>KG-SIR100</th>
<th>KG-SIR500</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>RMSE</td>
<td>0.010</td>
<td>0.009</td>
<td>0.004</td>
<td>0.010</td>
<td>0.009</td>
<td>0.005</td>
</tr>
<tr>
<td>Low</td>
<td>RMSE</td>
<td>0.011</td>
<td>0.009</td>
<td>0.005</td>
<td>0.010</td>
<td>0.006</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Table 2: CPU time of each policy.

<table>
<thead>
<tr>
<th></th>
<th>Policy</th>
<th>EA-SIR50</th>
<th>EA-SIR100</th>
<th>EA-SIR500</th>
<th>KG-SIR50</th>
<th>KG-SIR100</th>
<th>KG-SIR500</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>time(s)</td>
<td>0.0216</td>
<td>0.0235</td>
<td>0.1003</td>
<td>0.0243</td>
<td>0.0371</td>
<td>0.1847</td>
</tr>
<tr>
<td>Low</td>
<td>time(s)</td>
<td>0.0092</td>
<td>0.0214</td>
<td>0.1938</td>
<td>0.0145</td>
<td>0.0281</td>
<td>0.2146</td>
</tr>
</tbody>
</table>

are assumed to be beta distribution \(B(\alpha, \beta)\), gamma distribution \(G(\phi, \gamma)\) and a Normal-Binomial distribution \(N(\mu^*, (\sigma^*)^2) + B(N, p)\) respectively. In the following three examples, the number of alternatives is \(N = 5\) and the total simulated budget is \(T = 100\). The true standard deviation is \(\sigma_i = 1, i = 1, \ldots, 5\). The first 50 simulation replications are equally allocated to each alternative. The number of rollouts per step is \(K = 50\).

The number of sampling particles in particle filter is \(N_p = 50\).

**Beta Distribution**  The Beta distribution scenario hyper-parameters in the prior are given by \(\alpha = 1, \beta = 3\), i.e., \(\mu_i \sim B(1, 3)\). From Figure 2 (a), we can see the PCSs of EI, EA and PTV increase with the simulation budget. The PCS growth rate of the rollout policy is obviously faster, and the PCS of the proposed rollout is significant larger than the PCSs obtained by the other policies.

**Gamma Distribution**  The Gamma distribution scenario hyperparameters in the prior are given by \(\phi = 2, \gamma = 1\), i.e., \(\mu_i \sim G(2, 1)\).

As can be seen from Figure 2 (b), the three sequential policies have comparable performance, the PCSs of EI, EA and PTV increase with the simulation budget, and EI has a slight advantage over EA and PTV. The numerical results show that rollout performance is close to EI before the simulated budget reaches 60, and PCS of the rollout policy increases much faster than PCS of EI after that.

**Normal-Binomial Distribution**  The Normal-Binomial distribution scenario hyper-parameters in the prior are given by \(\mu_i^* = 0, (\sigma_i^*)^2 = 0.001, i = 1, \ldots, 5, N = 5\), and \(p = 0.5\), i.e., \(\mu_i \sim N(0, 0.001) + B(5, 0.5)\).

From Figure 2 (c), we can know there is little difference between the three sampling policies in this scenario, PTV and EA have a slight advantage, EI has the worst performance, and the rollout policy again shows a tremendous advantage in this scenario.

Through the above numerical experiments, we can see that rollout can greatly improve the performance of base policies in all scenarios where the performance of the classic R&S policies is poor. And in scenarios where the policies perform well, rollout also achieves an improvement.

5 CONCLUSION

In this paper, we study the R&S problem under a POMDP paradigm, and we propose a rollout policy to solve POMDP through online Monte Carlo simulation. By combining with existing allocation policies, the proposed rollout policy effectively improves the PCS of the existing allocation policies. The rollout policy is consistent and its performance is guaranteed to be at least as good as the base policy with a certain probability.

The policy proposed in this paper has a wide range of applicability. Updating parameter posterior distribution by particle filter makes it possible to solve general R&S problems. Several numerical results show that this policy can perform well in various scenarios of R&S problem.

The limitation of the rollout policy lies in the high consumption of computing resources for large-scale R&S problems. In the future, deep neural network combined with rollout can be adopted to build an AI framework to solve this problem. The idea resembles AlphaGo, which integrates MCTS and deep neural
network trained offline by rollout. In addition, extending this framework to the R&S problem under the non-normal sampling assumption is also a possible direction.
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