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ABSTRACT

This paper describes, in general terms, methods to
help design the runs for simulation models and in-
terpreting their output. Statistical methods are de-
scribed for several differentpurposes, and related prob-
lems like comparison, variance reduction, sensitivity
estimation, metamodeling, and optimizationare men-
tioned. The main pointis to call attention to the chal-
lenges and opportunities in using simulation models
carefully and effectively.

1 INTRODUCTION ANDSCOPE

Building a good simulation model can be a lot of
work. You have to figure out how to model the sys-
tem, express the model in whatever software you’re
using, collect data on the corresponding real system
(if any) to set the simulation model’s input param-
eters, verify that the simulation model, as expressed
in the software, is working properly, and validate the
simulation’s output against the corresponding output
from the real system (if any). After all that, you
should feel pretty good.

But not too good. If you stop there you’ve wasted
a lot of effort, since now it’s the simulation model’s
turn to go to work for you. And I don’t mean just
running it(once) on your computer and looking atthe
results (which you doubtless did anyway just to get it
to run). What you really have now is far more than
just “a” simulation model—you have a great vehicle
to test out a lot of different ideas without a lot more
work on your part (although your computer will now
get very busy, but that’s good—and cheap, unlike
your time invested to build the model), and to learn
a lot about your model and the system it’s simulating
in terms of performance and possible improvement.

To do all this effectively, though, you have to
think carefully about just how you’re going to ex-
ercise your model. And, perhaps unfortunately, the
mostcommon kinds of simulationmodels can fool you
(although not intentionally) if you’re not circumspect
about how you interpret their output.

My purpose in this tutorial is to call your atten-
tion to these issues and indicate in general terms how
you can deal with them. I won’t be going into great
depth on a lot of technical details, but will refer you
instead along the way to any of several texts on sim-
ulation that do, to introductory tutorials on this sub-
ject in the last few WSCs, and to more advanced and
specialized WSC reviews.

Section 2 takes up the issue of randomness in sim-
ulation, Section 3 considers planning your runs, and
Section 4 looks atthe role of time in simulation. Anal-
ysis of a single variantis described in Section 5, and of
alternative variants in Section 6. Sections 7–10 touch
on variance reduction, sensitivity estimation, meta-
models, and simulation optimization. This paper is
an update of Kelton (1994, 1995, 1996).

2 DIDO VS. RIRO

Some simulations take as input only fixed, nonran-
dom values, typically representing parameters that
describe the model and the particular variant of it
you’re evaluating. If the system you’re simulating
is really like this, then you can get by with such
a deterministic simulation model. The nicest thing
about this is, since there’s no randomness in the in-
put, there’s no randomness in the output either—if
you repeat the simulation you’ll get the same thing
over again. Thus, your answers are exact, at least
up to roundoff. Consider a manufacturing example,
where the inputs are the machine cycle times, the in-
terarrival times between successively arriving batches
of parts, and the sizes of the these batches; the out-
puts are the hourly production and the machine uti-
lization. The inputs are thus (deterministic) values,
and the outputs are the (deterministic) performance
measures obtained by transforming the input via the
simulation’s logic into the output. To abuse the computer-
science anti-maxim of GIGO (Garbage In, Garbage
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Out), this situation might be called DIDO (Deter-
ministic In, Deterministic Out). You might still have
to make a lot of different runs, but for the purpose
of evaluating a lot of different input-parameter com-
binations rather than to deal with uncertainty in the
output.

But many (maybe most) systems involve some
kind of uncertain, random input, so realistic simula-
tion models ought to provide for such variable input
as well; these are called stochastic simulation mod-
els. In fact, ignoring randomness in the input can
make for dangerous errors in the simulation output.
For instance, even in simple queueing models, which
form the basic building blocks for a lot of simulations,
the averages (expected values) of output performance
measures like queue length and waiting time depend
directly on the variance (as well as other things) of
the service-time distributions. So ignoring random-
ness actually gets you the wrong answer, rather than
just complicates your life. Besides, you might be in-
terested in the output’s randomness itself—like vari-
ability in hourly production. Of course, if you put
random stuff into the simulation logic it’s going to
give you random stuff out—RIRO. Reconsider the
same manufacturing example, except now the inputs
are probability distributions for the three quantities,
regarded as random variables. The simulation pro-
ceeds by “drawing” realizations from the input prob-
ability distributions and transforms them into an ob-
servation on each of the (unknown) output distribu-
tions.

The purpose of such a simulation is to learn (infer)
something about these unknown output distributions,
like maybe their expected values, variances, or prob-
abilities on one side of some fixed tolerances. But all
you get from one run of a stochastic simulation is a
single observation on each of the output distributions,
from which you obviously can’t tell much about the
governing output distribution (especially if, by unluck
of the draw, you got an unusual value of the output
under its distribution).

So you have to think of a simulation run’s output
on some performance measure as a single observa-
tion on the output distribution; something very dif-
ferent could just as well have happened, just as some-
thing very different could just as well have happened
on some other day in the actual manufacturing facil-
ity. Thus, you have to take care to perform the right
kinds of simulation runs (design the simulation exper-
iments) and do the right kinds of statistical analyses
on the output data generated from the simulation.
The rest of this tutorial will indicate some of the is-
sues involved in these statistical questions as they ap-
ply to output data from a stochastic simulation.
3 EXPERIMENTAL DESIGN, OR THE SIM-
ULATION AS TOMATO

Regardless of the type of simulation you have, you
need to think ahead of time about exactly what sce-
narios you’ll be asking your model to evaluate. Some-
times this is easy, having been specified by executive
fiat or being just plain obvious. But most of the time
it’s not so clear, and you’ll find yourself wondering
what values the input parameters should take, and in
what combinations with each other. You might also
want to know what the effect is of changing some
input parameter, and perhaps whether the effect of
such a change might depend on (interact with) where
the other parameters are set.

In these situations, formal experimental-design pro-
cedures can be of great help; you just need to think
differently about them in the context of a simula-
tion model. Traditionally, the “experiment” is some
kind of physical situation; an agricultural experiment
might be aimed at evaluating the effect of factors like
different seed hybrids, fertilizers, and watering sched-
ules on the yield of tomatoes, so a tomato-growing
experiment with different factor-level combinations
would be carried out and the results analyzed. The
only things different about a simulation experiment
are that you have a computer program rather than a
tomato plant, the responses are the output measures
like hourly production and machine utilization rather
than yield of tomatoes, and the input factors are pa-
rameters like mean cycle times, variance of interar-
rival times, and maximum batch sizes, rather than
seed hybrid, fertilizer, and watering (I guess another
difference is that sometimes simulations run faster
than tomatoes grow). So you can design the sim-
ulation experiment in the same way, and analyze it
similarly as well in terms of measuring effects of fac-
tors and interactions among them.

Big simulations usually involve a lot of input fac-
tors, and you’ll have to do some paring down of their
numbers before you can do a workable analysis. For
this purpose there are several factor-screening designs
to help separate which factors matter (and should
thus be retained as factors) and which ones don’t
(which should be frozen at some reasonable values
and eliminated as factors).

For more on experimental design in the simulation
context, see chapter 12 of Banks and Carson (1984),
Cook (1992), Hood and Welch (1992), Chapter 12 of
Law and Kelton (1991), Ramberg et al. (1991), Swain
and Farrington (1994), and Sanchez (1994).
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4 DOES TIME GO BY?

An issue that has as great an impact on what you
do with your model as the deterministic/stochastic
issue is whether time plays a role in the system and
your model of it. Some simulations don’t involve the
passage of time, and are called static; examples in-
clude Monte Carlo evaluation of integrals and pre-
diction with a cross-sectional regression model. The
design-and-analysis approach is conceptually simple
here (although may still be computationally scary):
just repeat, or replicate, the model as many times
as necessary to get the precision you need. Methods
from classical statistical analysis can usually be used
directly. For instance, in estimating an integral via
a static Monte Carlo simulation, just get many in-
dependent estimates and then take the average, stan-
dard deviation, and maybe form a confidence interval
in the elementary way.

But most simulations of industrial interest involve
the passage of time as an importantelement; these are
dynamic simulations, and the design-and-analysis ap-
proach can be a lotharder (as discussed in Section 5).
From here on I’ll assume that a dynamic simulation
is what you’ve got.

5 EVALUATING A SINGLE CONFIGURA-
TION

As a first step, you mightwantto evaluate the output
from just a single configuration of the model. This
section discusses issues involved in doing so, which
will then be components of more ambitious goals like
comparing alternative configurations or optimizing.

5.1 What to Watch?

In a stochastic simulation you’d really like to know
all about the output distributions, but that’s asking
way too much in terms of the number and maybe
length of the replications. So you usually have to
settle for various summary measures of the output
distributions. Traditionally, people have focused on
estimating the expected value (mean) of the output
distribution, and this can be of great interest. For in-
stance, knowing something about the average hourly
production is obviously important.

But things other than means might be interesting
as well, like the standard deviation of hourly produc-
tion, or the probability that the machine utilization
for the period of the simulation will be above 0.80.
In another example you might observe the maximum
length of the queue of parts in a buffer somewhere
to plan the floor space; in this connection it might
be more reasonable to seek a value (called a quantile)
below which the maximumqueue length will fall with
probability 0.95.

So think beforehand about what you’d like to get
out of your simulation; it’s easier to ignore things you
have than go back and get things you forgot.

5.2 Multivariate Output

You’ll probably want to get several different things
out of your simulation; the earlier manufacturing ex-
ample had two outputs, but dozens or scores might
be more like it. Since these are all coming out of the
same simulation runs, they’re likely to be related in
some way. For instance, high hourly production is
probably associated with high utilization of the ma-
chine. So what you really have is a vector of output
measures, and so multivariate statistical analyses can
sometimes help you with estimating all the outputpa-
rameters simultaneously, as well as with understand-
ing how they might be related to each other.

For details in the simulation context and further
references see Charnes (1991), section 9.7 of Law and
Kelton (1991), and Seila (1991, 1992).

5.3 How Long?

A fundamental issue in your planning is whether you
want performance measures over the long run (tech-
nically infinite, sometimes called steady state) or for
a specific (finite, sometimes called terminating) fixed
time period. The answer to this question is not a sim-
ulation issue, but rather one concerning the goals of
your study. The answer also has obvious impact on
how long you run your simulations; it also, perhaps
less obviously, affects the kind of statistical analyses
you can do on your output.

If a terminating simulation is appropriate for your
goals, things are easy (at least in concept). Just run
your model for whatever time period is called for,
and get your output measures. That’s one (replica-
tion, thatis). Then repeat(replicate) this until you’re
happy with your results (described in more detail in
Section 5.4 below). A complete run of the simula-
tion constitutes a sample of size one (so isn’t worth
much), but standard statistical methods can be ap-
plied to the results across independent replications.
The important thing is that you do multiple repli-
cations, not just one run, and use the output values
from the entire replications as the fundamental “data
points” for the basic ingredients in statistical analy-
sis.

On the other hand, if you really want steady-state
measures, the statistical-analysis problems become a
lot harder (and, of course, your simulation runs be-
come a lot longer). There are some things you can
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do, though, which are described in Section 5.5 below.

5.4 How to Express Things?

Traditionally, people have expressed statistical anal-
yses of simulation output data in the form of confi-
dence intervals (or confidence regions in the case of
multivariate output). Compared to hypothesis tests,
many people feel that confidence intervals are more
informative and useful.

Increasingly, though, clever graphical displays are
being used, which may not even involve formal infer-
ential statistical analysis. For instance, histograms
or dot plots of the output can indicate clear patterns
thatmightnototherwise emerge fromnumerical mea-
sures. For more on graphical tools for describing sim-
ulation output, see Grier (1992).

Of course, animation has become very popular
and, in some important ways, effective. But it’s es-
sential not to let yourself get swept along in the ob-
vious visual appeal of animation to the exclusion of
a proper statistical evaluation. For the fifteen sim-
ulated minutes that you had the patience to watch
the animation, how do you know that the model was
not in some weird state that’s not representative of
conditions as a whole?

5.5 Difficulties and Cautions

Alas, there are some pretty bad things you can do
to yourself if you’re not pretty careful about how
your statistical analysis goes. Maybe the biggest mis-
take is to take as the basic “data” points for statis-
tical analysis the individual observations coming out
of a simulation over time. For instance, you dare
not use the sequence of times in queue of successive
parts in their raw formin standard statistical calcula-
tions (like “sample” variances). The problem is that
they’re not independent—if one part has a big delay
in queue, the next one probably will too—which ren-
ders most of classical statistical theory invalid, some-
times with disastrous consequences. For instance, the
“sample” variance of the individual part delays in
queue will be biased low, perhaps severely, causing
you to underestimate the variance and place more
confidence in your results’ precision than you ought
to.

On the bright side, though, people have worked
out some fairly simple and practical methods for deal-
ing with simulation-generated data that usually work
out pretty well. If you have a terminating simulation,
for instance, you just make multiple replications and
treat the summary statistics from each replication
(averages, proportions, extremes, etc.) as the basic
“data” points, which can be plugged into standard
statistical formulas since the replications are identi-
cally distributed and independent of each other.

Withsteady-state simulations, though, things aren’t
quite so easy. Here are some ideas that people have
come up with and tested out:

Replication. Even though you want(simulated) time
to go to infinity, you can’t. So just make runs
as long as you can and then replicate them, pre-
tending thatthe results give you a picture of be-
ing “in” steady state. You then have indepen-
dent replications, just like in the terminating
case, that you can plug into classical statistics.
The problem with this is that the initial condi-
tions you use to start the simulation (like every-
thing’s empty) are probably pretty atypical of
steady state, which biases the run’s output, at
least for a while. You can make some plots and
try to see where things stabilize, deleting the
output data prior to that point, or maybe try
to find better initial conditions that are more
representative of steady state.

Batch means. Since you want to get as close as you
can to steady state, just make one enormously
long run. But then you really have only one
replication (data point), so you can’t estimate
variances or do statistical analysis. To “manu-
facture” more observations out of this, split the
run up into “batches” of observations, and treat
the means of these batches as being indepen-
dent unbiased observations of what’s going on
in steady state. While the initial-condition bias
is less severe than with the Replication method,
the batch means are notreally independent; the
key is to have big batches, and people have de-
veloped ways to help you decide how big the
batches need to be for your situation.

Time-series models. The correlated, nonstationary
simulation output series can be thought of as
a time series, just like economic data such as
stock prices or housing starts over time. Then
a time-series model (like AR or ARMA) is fit
to the data, and the fitted model is used for
inference.

Standardized time series. Aprocess version of the
central limit theorem is applied to “standard-
ize” the output series, and methods for statis-
tical analysis have been worked out based on
this.

Regeneration cycles. Some simulations return now
and then to a state fromwhich they “start over”
probabilistically. For instance, if a queue emp-
ties out at some point it looks just like it did
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at the beginning (assuming it started empty).
This creates independent cycles that are ma-
nipulated for statistical analysis.

Spectral analysis. Estimates of the correlation struc-
ture of the process are used to form a variance
estimate for statistical analysis.

You get the idea that this is a hard problem, and that
there is no completely satisfactory solution.

There’s a very large literature on this subject, and
the above list is a pretty thin tour of these methods.
But they’re all explained in detail elsewhere; see Alex-
opoulos (1993, 1994), chapter 11 of Banks and Car-
son (1984), chapter 3 of Bratley, Fox, and Schrage
(1987), Charnes (1993), chapters 2, 3, and 5 of Fish-
man (1978), Goldsman (1992), chapter 7 of Khosh-
nevis (1994), Kleijnen (1987), chapter 9 of Law and
Kelton (1991), Lewis and Orav (1989), chapter 6 of
Ripley (1987), Seila (1991, 1992), and chapter 6 of
Thesen and Travis (1992).

6 COMPARING ALTERNATIVES

Mostof the time you’ll be considering several different
configurations of a simulation model, perhaps distin-
guished from each other by input-parameter values
or by logical and structural differences. On the basis
of some output performance measure, you might like
to estimate the difference between various pairings of
the configurations, perhaps expressed as a confidence
interval for a difference or maybe a test of the null
hypothesis that there is no difference. Most of the
methods described in Section 5.5 can be adapted for
these kinds of goals. For instance, in a terminating
simulation you can use paired-sample confidence in-
tervals for the difference, discussed in any elementary
statistics book. The same difficulties and cautions
apply, though, if you’re interested in steady state.

Simulation is an ideal setting in which to apply
any of several selection and ranking techniques. For
instance, you can invoke statistical methods (basi-
cally telling you how much data you need to collect)
that allow you to declare one of your alternatives as
being the best on some criterion, and be highly confi-
dentthatyou’re rightaboutyour choice. Whatmakes
simulation an attractive setting for this is that these
techniques often require two-stage or sequential sam-
pling (deciding on the sample size on the fly), which
is a lot easier to do in simulation than in growing
tomatoes.

For more depth on these subjects, see chapter 12
of Banks and Carson (1984), Goldsman, Nelson, and
Schmeiser (1991), chapter 10 of Law and Kelton (1991),
Goldsman and Nelson (1994), or chapter 7 of Thesen
and Travis (1992).
7 VARIANCE REDUCTION

Section 5.5 dwelt on some of the difficulties and dan-
gers in dealing with simulation data, but on the pos-
itive side there are some important opportunities not
available when experimenting with tomatoes. Ease of
sequential sampling, as mentioned in Section 6, was
one example.

But a more important example is to reduce the
variance of the outputwithoutdoing any(well, hardly
any) extra work. Such variance-reduction techniques
often proceed by exploiting your ab ility to control
the random-number generator driving the simulation,
and re-use random numbers to induce helpful corre-
lations that reduce noise in the output.

For instance, when comparing several alternative
configurations of a manufacturing facility you could
use the same randomnumbers, properly synchronized,
to drive all configurations. This would result in the
same jobs’ arriving to the facilities at the same times,
and with the same processing requirements. What-
ever differences in performance you observe are thus
attributable to configuration differences rather than
to “environmental” differences in the arriving jobs
(since there weren’t any such differences). While in-
tuitively appealing, there is actually firm statistical
foundation for this, and the variance of the difference
is usually reduced. This strategy, known as common
random numbers, is often used unconsciously by just
starting the runs for all alternatives with the same
random-number streams and seeds.

There are manyother sophisticated variance-reduction
ideas; for details see chapter 2 of Bratley, Fox, and
Schrage (1987), chapter 3 of Fishman (1978), chap-
ter 11 of Law and Kelton (1991), Kleijnen (1987),
L’Ecuyer (1994), Lewis and Orav (1989), chapter 7
of Morgan (1984), Nelson (1992), and chapter 5 of
Ripley (1987).

8 WHAT IF YOU WANT SENSITIVITIES?

Related to the question of comparing alternatives is
the more micro-level question of measuring the effect
on the output due to a change in one or several of the
inputs. For example, how much would hourly pro-
duction increase if the mean cycle time on a critical
machine were reduced by a small amount? Viewing
the output as a (complicated) function of the input,
this is a question about a partial derivative of the
output with respect to one of the inputs.

A direct way to address this is to make two sets
of runs—one at the original value and another at the
changed value of the input parameter—and then look
at the difference. There are other ways of doing this,
though, that are more clever (and maybe more com-
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plicated), yetare also more economical fromthe point
of view of the amount of simulating you have to do.

Details on these methods can be found in chap-
ter 12 of Law and Kelton (1991), Glasserman and
Glynn (1992), Ho (1992), L’Ecuyer (1991), and Strick-
land (1993).

9 METAMODELS

Thinking of the simulation logic and action as being
a transformation of inputs into outputs, the notion
arises that a simulation is just a function, albeit a
pretty complicated one that you can’t write down as
some little formula. But it might be possible to ap-
proximate what the simulation does with some little
formula, which could be particularly useful if a large
number of input-factor combinations are of interest
and it takes a long time to run the simulation.

So people sometimes fit a regression model to the
simulation model, with the dependent variable’s be-
ing the simulation output and the independent vari-
ables’ being the input parameters to the simulation.
All the usual techniques for building regression mod-
els come into play, like selecting important subsets
of the independent variables, modeling nonlinearities,
and considering interactions. Since this is a (regres-
sion) model of a (simulation) model, it’s sometimes
called a metamodel.

For more on metamodeling, see Barton (1992),
Hood and Welch (1993), Kleijnen (1987), and chap-
ter 12 of Law and Kelton (1991).

10 DOING THE BEST YOU CAN TO FIND
OPTIMAL CONFIGURATIONS

The ultimate, maybe, in using a simulation model
is to find input-factor settings that optimize some
performance measure. This could involve several of
the above issues, including gradientestimation, meta-
modeling, and comparing alternatives. Now opti-
mization of nonlinear functions is a hard enough prob-
lem in itself, but in a stochastic simulation you have
uncertainty in terms of measuring the response, as
well as the statistical difficulties described in Sec-
tion 5.5. So this is truly a tall order.

People have made importantadvances in this, though.
One idea is to estimate the partial derivatives at a
point (the gradient), then move in the direction of
steepest descent (if you’re minimizing) or steepest
ascent (if you’re maximizing). You could also fit a
regression metamodel as in Section 9 and then use
simple calculus to optimize it in lieu of the simulation
itself. There are, to be sure, many more techniques
(like adaptation of stochastic-programming methods)
that have been developed or are under investigation;
for more details see Azadivar (1992), Fu (1994), or
chapter 12 of Law and Kelton (1991).

11 CONCLUSIONS

While all the details, methods, and cautions of doing
a good job at output analysis may seem bewildering,
you really owe itto yourself to try to getas much hon-
est, precise informationoutof your hard-built simula-
tion model as you can. While there are dangers and
difficulties at times, there are also reliable and ro-
bust methods available. Moreover, some simulation-
software products now have output-analysis capabil-
ities built in to facilitate things.
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