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In the South Seas there is a cargo cult of people. During the war they saw airplanes land with
lots of good materials, and they want the same thing to happen now. So they’ve arranged to
make things like runways, to put fires along the sides of the runways, to make a wooden hut for a
man to sit in, with two wooden pieces on his head like headphones and bars of bamboo sticking
out like antennas—he’s the controller—and they wait for the airplanes to land. They’re doing
everything right. The form is perfect. It looks exactly the way it looked before. But it doesn’t
work. No airplanes land. So I call these things cargo cult science, because they follow all the
apparent precepts and forms of scientific investigation, but they’re missing something essential,
because the planes don’t land.

Now it behooves me, of course, to tell you what they’re missing. . . . It’s a kind of scientific
integrity, a principle of scientific thought that corresponds to a kind of utter honesty—a kind of
leaning over backwards. For example, if you’re doing an experiment, you should report everything
that you think might make it invalid—not only what you think is right about it: other causes that
could possibly explain your results; and things you thought of that you’ve eliminated by some
other experiment, and how they worked—to make sure the other fellow can tell they have been
eliminated.

. . . In summary, the idea is to try to give all of the information to help others to judge the
value of your contribution; not just the information that leads to judgment in one particular
direction or another.

—Richard P. Feynman, “Surely You’re Joking, Mr. Feynman!” (1985)
ABSTRACT

I will elaborate some principles of ethical conduct in
science that correspond to Richard Feynman’s well-
known precepts of “utter honesty” and “leaning over
backwards” in all aspects of scientific work. These
principles have recently been called into question by
certain individuals who allege that such rules are
based on a misunderstanding of “how science actu-
ally works” and are therefore potentially “damag-
ing to the scientific enterprise.” In addition to ex-
amining critically the general basis for these allega-
tions, I will discuss the particular relevance of Feyn-
man’s ideals to the field of computer simulation; and
I will emphasize the need for meticulous validation of
simulation models together with exact reproducibil-
ity and unimpeachable analysis of experiments per-
formed with those models. Finally I will discuss the
ethical dilemmas inherent in the peer review system,
and I will offer some concrete suggestions for improv-
ing the process of refereeing primary journal articles.

1. INTRODUCTION

Much has been written recently about what consti-
tutes scientific misconduct, and public esteem for sci-
ence has been damaged by high-profile episodes such
as the “cold fusion case” at the University of Utah
(Huizenga 1993) and the “David Baltimore case” at
MIT (Elliott and Stern 1997). Against this back-
drop I will examine several claims about principles of
ethical conduct in science that were made by James



1406 Wilson
Woodward and David Goodstein of the California In-
stitute of Technology in an article entitled “Conduct,
Misconduct and the Structure of Science,” which ap-
peared in the September 1996 issue of the American
Scientist. The gist of the principles in question is
summarized in the quotation by Richard Feynman
given above. I will argue that these principles are
especially relevant to the field of computer simula-
tion, and I will elaborate my view that Feynman’s
ideals of “utter honesty” and “leaning over back-
wards” constitute a mandate for meticulous valida-
tion of simulation models together with exact repro-
ducibility and unimpeachable analysis of experiments
performed with those models. Several key references
are highlighted in this discussion—in particular, see
the pamphlets entitled On Being a Scientist (1995)
and Honor in Science (1986). Interested individu-
als are invited to examine the relevant literature and
to judge for themselves the validity of the arguments
given here.

2. “THE SCIENCE OF THINGS
THAT AREN’T SO”

In addition to performing Nobel Prize–winning re-
search, the American physicist Irving Langmuir ex-
plored extensively a subject he called “pathological
science,” defining this as “the science of things that
aren’t so.” Although he never published his inves-
tigations on this subject, he presented a colloquium
on pathological science at General Electric’s Knolls
Atomic Power Laboratory on December 18, 1953.
Subsequently Robert N. Hall, one of Langmuir’s for-
mer colleagues at General Electric, transcribed and
edited a recording of Langmuir’s presentation so that
it could be published in the October 1989 issue of
Physics Today. Langmuir and Hall (1989) should be
required reading for everyone who pursues a career in
scientific research.

This article is a fascinating account of famous
cases of self-deception by scientists working in a broad
diversity of disciplines. Perhaps the most remarkable
of these cases concerns the discovery of N rays by
the French physicist René Blondlot in 1903. This
exotic form of radiation was claimed to penetrate
inches of aluminum while being stopped by thin foils
of iron. When N rays impinged on an object, Blond-
lot claimed a slight increase in the brightness of the
object; but he admitted that great experimental skill
was needed to detect the effect of these rays.

During the period from 1903 to 1906, over 300 pa-
pers were published on N rays by 100 scientists and
medical doctors around the world (Nye 1980). When
the American physicist Robert W. Wood learned
about the discovery of N rays, he went to France to
observe Blondlot’s experimental procedure. At that
time Blondlot was using a spectroscope fitted with an
aluminum prism to measure the refractive indices of
N rays. Although Blondlot’s experiments were per-
formed in a darkened room, a small red (darkroom)
lantern enabled Blondlot to see a graduated scale for
measuring to three significant figures the position of
a vertical thread coated with luminous paint. The
thread was supposed to brighten as it crossed the
invisible lines of the N-ray spectrum. According to
Langmuir and Hall (1989), Wood asked Blondlot the
following question:

. . . from just the optics of the thing, with
slits 2 mm wide, how can you get a beam
so fine that you can detect its position to
within a tenth of a millimeter?

Blondlot is reported to have given this reply:

That’s one of the fascinating things about
N rays. They don’t follow the ordinary laws
of science . . . You have to consider these
things by themselves. They are very inter-
esting but you have to discover the laws that
govern them.

His suspicions aroused at this point, Wood used
the cover of the darkened room to remove the prism
and put it in his pocket. Wood then asked Blondlot
to repeat some of his measurements. With the crit-
ical component of the experimental apparatus miss-
ing, Blondlot obtained exactly the same results. In
a letter that was published in Nature, Wood (1904)
exposed Blondlot’s experiments on N rays as a case
of self-deception. Although Wood’s letter killed re-
search on N rays outside France, it is interesting
to note that the French Academy of Sciences chose
Blondlot to receive the 1904 Le Conte Prize—even
though the other leading candidate was Pierre Curie,
who together with Marie Curie and Henri Becquerel
had shared the 1903 Nobel Prize in physics for pio-
neering work on radioactivity.

Langmuir and Hall (1989) also discuss a number
of other anomalous phenomena, and they analyze the
main symptoms of pathological science (or cargo cult
science, to use Feynman’s more colorful expression).
These symptoms are summarized in Table 1. The
case of N rays exhibits all of these symptoms. It
is important to bear these symptoms in mind when
considering the validity of certain claims made by
Woodward and Goodstein (1996) about ethical con-
duct in science. Numerous cases of pathological sci-
ence involving pseudoscientific cranks are discussed
in the book Fads and Fallacies in the Name of Sci-
ence by Martin Gardner (1957). Some famous cases
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Table 1: Langmuir’s Symptoms of Pathological Science

1. The maximum effect that is observed is produced by a causative agent of barely detectable intensity,
and the magnitude of the effect is substantially independent of the intensity of the cause.

2. The effect is of a magnitude that remains close to the limit of detectability or, many measurements are
necessary because of the very low statistical significance of the results.

3. There are claims of great accuracy.

4. Fantastic theories contrary to experience are suggested.

5. Criticisms are met by ad hoc excuses thought up on the spur of the moment.

6. The ratio of supporters to critics rises up to somewhere near 50% and then falls gradually to oblivion.
of self-deception by legitimate scientists are detailed
on pages 107–125 of the book Betrayers of the Truth
by William Broad and Nicholas Wade (1982).

3. THE LOGICAL STRUCTURE OF
SCIENCE

3.1 Baconian Inductivism vs. Data Selection

As a basis for their discussion of how science actually
works, Woodward and Goodstein examine critically
the theories of the scientific method that are due to
Francis Bacon ([1620] 1994) and Karl Popper (1972).
Baconian inductivism prescribes that scientific inves-
tigation should begin with the careful recording of
observations; and as far as possible, these observa-
tions should be uninfluenced by any theoretical pre-
conceptions. When a sufficiently large body of such
observations has been accumulated, the scientist uses
the process of induction to generalize from these ob-
servations a hypothesis or theory that describes the
systematic effects seen in the data.

On the contrary, Woodward and Goodstein assert
that “Historians, philosophers, and those scientists
who care are virtually unanimous in rejecting Baco-
nian inductivism as a general characterization of good
scientific method.” Woodward and Goodstein argue
that it is impractical to record all one observes and
that some selectivity is required. They make the fol-
lowing statement:

But decisions about what is relevant in-
evitably will be influenced heavily by back-
ground assumptions, and these . . . are often
highly theoretical in character. The vocab-
ulary we use to describe the results of mea-
surements, and even the instruments we use
to make the measurements, are highly de-
pendent on theory. This point is sometimes
expressed by saying that all observation in
science is “theory-laden” and that a “theo-
retically neutral” language for recording ob-
servations is impossible.

I claim that in the context of computer simulation
experiments, this statement is simply untrue. By us-
ing portable simulation software, we can achieve ex-
act reproducibility of simulation experiments across
computer platforms—that is, the same results can be
obtained whether the simulation model is executed
on a notebook computer with a 16-bit operating sys-
tem or on a supercomputer with a 64-bit operating
system. Moreover, the accumulation of relevant per-
formance measures within the simulation model can
be precisely specified in a way that is completely in-
dependent of any theory under investigation. Thus
we can attain Feynman’s ideal of “a kind of utter
honesty” in which every simulation analyst has avail-
able the same information with which to evaluate the
performance of proposed theoretical or methodolog-
ical contributions to the field. In my view, it is im-
possible to overstate the fundamental importance of
this advantage of simulated experimentation; and we
are deeply indebted to the developers and vendors
of simulation software who have taken the trouble
and expense to provide us with the tools necessary to
achieve the reproducibility that is an essential feature
of all legitimate scientific studies.

According to Woodward and Goodstein, Baconian
inductivism leads to the potentially erroneous and
harmful conclusion that data selection and overinter-
pretation of data are forms of scientific misconduct,
while a less restrictive view of how science actually
works would lead to a different set of conclusions.
In many prominent cases of pathological science, the
root of the problem was data selection (“cooking”)
that may have been subconscious but was nonetheless
grossly misleading. In addition to the case of Blond-
lot’s nonexistent N rays, Langmuir and Hall (1989)
and Broad and Wade (1982) detail several other note-
worthy cases of such cooking and overinterpretation
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of experimental data in the fields of archaeology, as-
tronomy, geology, parapsychology, physics, and psy-
chology. I claim that whatever the theoretical defi-
ciencies of Baconian inductivism may be, they have
no bearing on the field of computer simulation; more-
over, there are sound practical reasons for insisting
that researchers in all fields should avoid selection or
overinterpretation of data that has even the appear-
ance of pathological science.

3.2 Validating vs. “Cooking” Simulation
Models

Because simulationists work far more closely with the
end users of their technology than specialists in many
other scientific disciplines, we are sometimes exposed
to greater pressure from clients or sponsors to fudge
or “cook” our models to yield anticipated or desired
results. With the advent of powerful special- and
general-purpose simulation environments including
extensive animation capabilities, such model-cooking
is far easier for simulationists to carry out than it is
for, say, atmospheric physicists.

In addition to intentional model-cooking, there is
the danger of unintentional self-deception resulting
from faulty output analysis. In many of the cases
of self-deception documented in Langmuir and Hall
(1989) and Broad and Wade (1982), the most notable
common feature was the experimenter’s attempt to
detect visually an extremely faint signal in situations
where auxiliary clues enabled the experimenter to
know for each trial observation whether or not the
signal was supposed to be present. For example in
the N-ray experiments described previously, Blondlot
could see the scale measuring the current position of
the thread coated with luminous paint. With each
change in the thread’s position, Blondlot knew if he
was supposed to see a brightening of the thread—
and thus he was able to deceive himself into “see-
ing” effects that other experimenters could not re-
produce. In the context of simulation experiments,
animation can be one of the primary visual means
for self-deception. Equally dangerous is faulty output
analysis based on visual inspection of correlograms,
histograms, confidence intervals, etc., computed from
an inadequate volume of simulation-generated data.
With all of these simulation tools, there is the ever-
present danger of seeing things that simply do not
exist or of not seeing things that do exist.

To guard against cooking a simulation model or
its outputs, simulationists should place much greater
emphasis on meaningful, honest validation of their
models as accurate representations of the correspond-
ing target systems. To reemphasize the role of vali-
dation in the field of computer simulation, we need
fundamental advances in both the practice and the-
ory of model validation. So far as I know, the simu-
lation literature contains very little documentation of
real-world applications in which a simulation model
was carefully validated. A comprehensive method-
ology for validating simulation models is detailed in
Knepell and Arangno (1993) and Sargent (1996), but
it not clear that many practitioners and researchers
have given due consideration to either the implemen-
tation or the extension of this methodology. I believe
that we need to pay much greater attention to sim-
ulation model validation in teaching and research as
well as in practical applications.

3.3 Popperian Falsificationism

Next we turn to the falsificationist ideas of Karl Pop-
per. According to this theory of the scientific method,
we test a hypothesis by deducing from it a prediction
that can be tested in an experiment. If the prediction
fails to hold in the experiment, then the associated
hypothesis is said to be falsified and must be rejected.
Thus Popperian falsificationism requires a scientist to
hold a hypothesis tentatively, to explore and high-
light the ways in which the hypothesis might break
down, to uncover and scrutinize evidence contrary to
the hypothesis rather than discarding or suppressing
such evidence, and in general to avoid exaggeration
or overstatement of the evidence supporting the hy-
pothesis. Perhaps the most forceful statement of this
view of science was given by Richard Feynman in the
quotation at the beginning of this article.

According to Woodward and Goodstein, there are
also serious deficiencies in Popperian falsificationism
as a general theory of good scientific method:

One of the most important of these is some-
times called the Duhem-Quine problem. We
claimed above that testing a hypothesis H
involved deriving from it some observational
consequence O. But in most realistic cases
such observational consequences will not be
derivable from H alone, but only from H
in conjunction with a great many other
assumptions A (auxiliary assumptions, as
philosophers sometimes call them). . . . It
is possible that H is true and that the reason
that O is false is that A is false.

. . . It may be true, as Popper claims, that
we cannot conclusively verify a hypothesis,
but we cannot conclusively falsify it either.

The most distinctive feature of computer sim-
ulation experiments is that the simulationist has
complete control over the experimental conditions



Conduct, Misconduct, and Cargo Cult Science 1409
via (a) the random number streams driving the
simulation model’s stochastic input processes, and
(b) the deterministic inputs governing model opera-
tion. Thus in simulated experimentation it is possible
to isolate the effects of auxiliary assumptions, so that
the Duhem-Quine problem can be effectively resolved.
However as several colleagues have pointed out, often
practitioners fail to evaluate the effects of auxiliary
assumptions in large-scale simulation projects. This
failure may be due to the lack of a well-documented,
widely recognized methodology for addressing the
Duhem-Quine problem in the context of simulation
studies. Future simulation research should focus on
the development of such methodology together with
a comprehensive investigation of the connections be-
tween methods for solving the Duhem-Quine problem
and methods for validating a simulation model.

Beyond their theoretical objections to Popperian
falsificationism, Woodward and Goodstein claim that
this approach has serious practical disadvantages:

Suppose a novel theory predicts some pre-
viously unobserved effect, and an experi-
ment is undertaken to detect it. The ex-
periment requires the construction of new
instruments, perhaps operating at the very
edge of what is technically possible, and the
use of a novel experimental design, which
will be infected with various unsuspected
and difficult-to-detect sources of error. As
historical studies have shown, in this kind
of situation there will be a strong tendency
on the part of many experimentalists to con-
clude that these problems have been over-
come if and when the experiment produces
results that the theory predicted. Such
behavior certainly exhibits anti-Popperian
dogmatism and theoretical “bias,” but it
may be the best way to discover a difficult-
to-detect signal. Here again, it would be
unwise to have codes of scientific conduct or
systems of incentives that discourage such
behavior.

The scenario of Woodward and Goodstein is a re-
markably accurate description of the experimental
setting in which occurred all of the cases of pathologi-
cal science detailed by Langmuir and Hall (1989) and
Broad and Wade (1982). Moreover, this scenario de-
scribes the notorious cold fusion experiments of Mar-
tin Fleischmann and B. Stanley Pons as documented
in the book Cold Fusion: The Scientific Fiasco of
the Century by John R. Huizenga (1993). It seems
clear that in such a scenario, the scientist’s foremost
concern should be to avoid lapsing into self-deception
and pathological science.
4. THE SOCIAL STRUCTURE OF
SCIENCE

Woodward and Goodstein claim that ultimately in-
ductivism and falsificationism are inadequate as theo-
ries of science because they fail to account for the psy-
chology of individual scientists and the social struc-
ture of science. First Woodward and Goodstein con-
sider the role of social interactions in scientific inves-
tigation:

Suppose a scientist who has invested a great
deal of time and effort in developing a the-
ory is faced with a decision about whether to
continue to hold onto it given some body of
evidence. . . . Suppose that our scientist has
a rival who has invested time and resources
in developing an alternative theory. If ad-
ditional resources, credit and other rewards
will flow to the winner, perhaps we can rea-
sonably expect that the rival will act as a se-
vere Popperian critic of the theory, and vice
versa. As long as others in the community
will perform this function, failure to behave
like a good Popperian need not be regarded
as a violation of some canon of method.

Turning next to the psychology of individual sci-
entists, Woodward and Goodstein explore the diffi-
culty of sustaining the necessary long-term commit-
ment of time and resources to a hypothesis without
mentally exaggerating the supporting evidence and
downplaying the contrary evidence—especially in the
early stages of a project when belief in the hypothesis
may be extremely fragile:

All things considered, it is extremely hard
for most people to adopt a consistently Pop-
perian attitude toward their own ideas.

Given these realistic observations about the
psychology of scientists, an implicit code of
conduct that encourages scientists to be a
bit dogmatic and permits a certain mea-
sure of rhetorical exaggeration regarding the
merits of their work, and that does not re-
quire an exhaustive discussion of its deficien-
cies, may be perfectly sensible. . . . In fact
part of the intellectual responsibility of a sci-
entist is to provide the best possible case for
important ideas, leaving it to others to pub-
licize their defects and limitations.

In contrast to this point of view, Peter Medawar, the
winner of the 1960 Nobel Prize in medicine for his
work on tissue transplantation, made the following
statement in his book Advice to a Young Scientist
(Medawar 1979, p. 39):
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I cannot give any scientist of any age better
advice than this: the intensity of the convic-
tion that a hypothesis is true has no bearing
on whether it is true or not. The importance
of the strength of our conviction is only to
provide a proportionately strong incentive
to find out if the hypothesis will stand up to
critical evaluation.

(The emphasis in the quoted statement is Meda-
war’s.) Like Langmuir and Hall (1989), Medawar’s
Advice to a Young Scientist should be required read-
ing for individuals at all stages in their scientific ca-
reers.

Over the past twenty years, I have accumulated
considerable experience in mediating extremely acri-
monious disputes between researchers acting as “se-
vere Popperian critics” of each other’s work. Much of
this hard-won experience was gained during the nine
years that I served as a departmental editor and for-
mer departmental editor of the journal Management
Science. To avoid reopening wounds which have not
had much time to heal, I will not go into the particu-
lars of any of these cases; but I feel compelled to draw
some general conclusions based on these cases.

In every one of the disputes that I mediated, the
trouble started with extensive claims about the gen-
eral applicability of some simulation-based method-
ology; and then failing to validate these claims inde-
pendently, reviewers and other researchers proceeded
to write up and disseminate their conclusions. This
in turn generated a heated counterreaction, usually
involving claims of technical incompetence or theft
of ideas or both. Early in my career I served as the
“special prosecutor” in several of these cases. Later
on I moved up to become the “judge,” and in the end
I was often forced to play the role of the “jury” as
well. In every one of these cases, ultimately the truth
emerged (as it must, of course)—but the process of
sorting things out involved the expenditure of mas-
sive amounts of time and energy on the part of many
dedicated individuals in the simulation community,
not to mention the numerous professional and per-
sonal relationships that were severely damaged along
the way. In summary, I claim that when individ-
ual researchers violate Feynman’s precepts of “utter
honesty” and “leaning over backwards,” the cost to
the scientific enterprise of policing these individuals
rapidly becomes exorbitant.

5. SCIENCE AS CRAFT

Woodward and Goodstein question the general valid-
ity of the following principle:
Scientists must report what they have done
so fully that any other scientist can repro-
duce the experiment or calculation.

They claim that science has a large “skill” or “craft”
component, and that

Conducting an experiment in a way that
produces reliable results is not a matter of
following algorithmic rules that specify ex-
actly what is to be done at each step.

This may be true of some areas in the biological sci-
ences and other experimental sciences in which the
behavior of living organisms or the functioning of
complicated instrumentation may not be well under-
stood, but this does not apply to computer simulation
experiments. We can and must insist on exact repro-
ducibility of simulation experiments; and this should,
in fact, be a matter of following precisely stated, fully
documented algorithms.

There is of course a large “craft” component in
building and using simulation models. Different indi-
viduals presented with the same system to be mod-
eled will neither build identical simulations nor apply
those models in precisely the same way, just as differ-
ent researchers in any other scientific discipline will
neither build the same experimental apparatus nor
carry out exactly the same experimental protocol to
study a given effect. Nevertheless in these situations
different simulationists should be able to reproduce
each other’s results in order to judge the significance
and limitations of the conclusions based on the exper-
iments in question. More generally, there is a large
“craft” component in doing simulation research just
as there is a large “craft” component in doing other
types of scientific research—but this state of affairs
does not mitigate the need for reproducibility of the
main experiments associated with such research.

6. PEERS AND PUBLICATION

6.1 Is the Scientific Paper a Fraud?

Woodward and Goodstein cite Peter Medawar’s
(1991) paper entitled “Is the Scientific Paper a
Fraud?” to argue that because most archival papers
in the scientific literature do not accurately portray
the way scientific research is actually done, these pa-
pers fail to measure up to Feynman’s ideal of “lean-
ing over backwards.” It is certainly true that primary
journal articles in the scientific literature do not docu-
ment all of the mistakes, dead ends, and backtracking
that are an inevitable part of virtually every success-
ful scientific investigation. Medawar (1982, p. 92)
himself admitted that
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I reckon that for all the use it has been to sci-
ence about four-fifths of my time has been
wasted, and I believe this to be the com-
mon lot of people who are not merely play-
ing follow-my-leader in research.

In my view, the fundamental issue here is that
there simply is not enough space in all the scientific
journals to document the way that science is actu-
ally done; moreover no one has the time to absorb all
the final results even in a relatively narrow area of
specialization, much less to read the associated back-
ground material. Nowadays many high school stu-
dents are sufficiently sophisticated to realize that pri-
mary journal articles are vehicles for efficiently com-
municating significant discoveries rather than for doc-
umenting the processes by which those discoveries
were made. Moreover, this issue is rapidly becoming
moot because of current trends toward complement-
ing the printed version of a primary journal article
with comprehensive supporting documentation (such
as appendices containing lengthy proofs or detailed
descriptions of experimental protocols) archived on a
World Wide Web server that is maintained by the
journal’s sponsoring organization.

6.2 Problems with the Peer Review System

Finally Woodward and Goodstein examine the peer
review system for evaluation of research proposals
and primary journal articles, concluding that the con-
flict of interest inherent in asking competitors to eval-
uate each other’s work has inflicted genuine distress
on the system. In my own experience, by far the
most common form of misconduct by peer reviewers
has nothing to do with conflicts of interest; instead
the problem is simple dereliction of duty by reviewers
who cannot be bothered to read and evaluate care-
fully the work of other researchers. Although this
remark applies to evaluation of research proposals as
well as refereeing of primary journal articles, I am
most concerned with problems in refereeing. In my
judgment, the problem of nonperformance by refer-
ees has reached epidemic proportions, and I believe it
is urgently necessary for the scientific community to
address this scandalous state of affairs.

In preparing these remarks I solicited comments
from numerous colleagues not only in the simulation
community but also in the “hard” scientific disci-
plines, and I have been startled by the vehemence
of their agreement with my evaluation of the current
state of the refereeing system. Based on numerous
conversations with colleagues in biology, electrical en-
gineering, industrial engineering, mathematics, and
statistics, I have a sense that problems with referee-
ing are much worse in these fields than in the simula-
tion community. Perhaps the most egregious failure
of the refereeing system in recent years was the pub-
lication of the initial paper on cold fusion by Fleis-
chmann and Pons (1989a). This paper was published
in the Journal of Electroanalytical Chemistry in just
four weeks; and a long list of errata soon followed
(Fleischmann and Pons 1989b)—including the name
of M. Hawkins, a coauthor who was somehow omit-
ted from the original paper. A detailed account of
this infamous episode can be found on pp. 218–220 of
Huizenga (1993).

6.3 Refereeing Remedies

The two main reasons for breakdowns in the oper-
ation of the refereeing system are (a) misconceptions
by referees about the job they are supposed to do, and
(b) lack of incentives for doing a good job of referee-
ing. As Gleser (1986) points out, many referees think
that a manuscript must be checked line by line for
errors; and seeing that this will be extremely time-
consuming, they continually put off the task. On
the contrary, the referee’s main responsibility is to
serve the editor as an “expert witness” in answer-
ing certain key questions about the manuscript—and
most of these questions can be answered under the as-
sumption that the manuscript is error-free. These key
questions are given in Table 2 and are elaborated in
Forscher (1965), Gleser (1986), and Macrina (1995,
pp. 84–89) along with general guidelines for referee-
ing that should be required reading for every research
worker in the field of computer simulation.

If a paper passes the initial screening that con-
sists of answering questions 1–8 in Table 2, then it
is necessary to undertake the verification of technical
correctness required to answer questions 9 and 10.
If competent referees had scrutinized the initial pa-
per on cold fusion by Fleischmann and Pons (1989a)
with the objective of answering questions 9 and 10
in Table 2, then the fatal flaws in this work would
have been uncovered immediately. In my view it is
imperative that we protect the simulation literature
against the long-lasting stigma that results from per-
mitting the publication of technically incorrect work.
If everyone in the simulation community followed the
guidelines in Table 2 for preparing referee’s reports,
then I believe our problems with peer review would
largely disappear.

Additional tips on effective refereeing are given
by Waser, Price, and Grosberg (1992). A set of ques-
tions similar to those given in Table 2 can be found
on the home page of the ACM Transactions on Mod-
eling and Computer Simulation by using the URL
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Table 2: Key Questions to be Answered in a Referee’s Report

1. Are the problems discussed in the paper of substantial interest? Would solutions of these problems
materially advance knowledge of theory, methods, or applications?

2. Does the author either solve these problems or else make a contribution toward a solution that improves
substantially upon previous work?

3. Are the methods of solution new? Can the proposed solution methods be used to solve other problems
of interest?

4. Does the exposition of the paper help to clarify our understanding of this area of research or application?
Does the paper hold our interest and make us want to give the paper the careful reading that we give
to important papers in our area of specialization?

5. Are the topic and nature of this paper appropriate for this journal? Are the abstract and introduction
accessible to a general reader of this journal? Is the rest of the paper accessible to a readily identified
group of readers of this journal?

6. Are the clarity and readability of the manuscript acceptable? Is the writing grammatically correct?

7. Does the manuscript contain an adequate set of references? Is adequate credit given to prior work in
the field upon which the present paper is built?

8. Is the material appropriately organized into an effective mix of text, figures and tables? Are data given
in tables better presented in figures or in the text?

9. Is the work technically correct? Are the main conclusions justified by the experimental data and by
logically valid arguments? Are the theorems stated and proved correctly given the assumptions? In
practical applications of the theoretical results, do the authors check the validity of the underlying
assumptions?

10. Are there gaps in the discussion of the experimental methods or results? If there are such gaps, can the
closing of these gaps be considered (i) essential, (ii) desirable, or (iii) interesting? Are the experimental
methods described in sufficient detail so that other investigators can reproduce the experiments?
http://www.acm.org/pubs/tomacs/review/review

.html.
There remains the question of adequate incentives

for good refereeing. In reviewing preliminary ver-
sions of these remarks, several individuals complained
about general lack of editorial feedback on (a) the
strengths and weaknesses of their reviews, and (b)
the issues identified in other referees’ reports on the
same paper. As a routine professional courtesy, ed-
itors should include such feedback with their letters
of appreciation to referees. Moreover, editors should
strive to ensure that individuals who provide prompt
and thorough refereeing will receive comparable ser-
vice when those individuals submit their own papers
for review. Ultimately refereeing is one of the pro-
fessional responsibilities that each of us must fulfill
to ensure the vitality of our chosen field, but doing
this job well should be a source of pride and satisfac-
tion commensurate with that of our other professional
contributions to the field.

7. CONCLUSION

To close these remarks, I come back to the open-
ing quotation by Richard Feynman. In essence my
central thesis is simply this: as scientists we should
all strive to live up to the standards of professional
conduct so memorably articulated by Feynman. So-
phisticated (or merely sophistic) rationalizations of
anything short of this standard serve no construc-
tive purpose and should be avoided. In a time when
public esteem for science has been damaged by high-
profile cases of scientific misconduct, we in the simu-
lation community have a unique opportunity to lead
the way in achieving Feynman’s ideals not only in the
design and execution of our experimental procedures
but also in our collective response to the challenges
of responsible, professional peer review.
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