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ABSTRACT

Most features in commercia simulation package are often
omitted in paralld simulatim benchmarks becaue they
neithe affect the overal correctnes of the simulation
protocd nor the benchmarks performance. In our
work on paralld simulation of a wafer fabrication plant,
we however find severd features which complicae the
implementatio of the simulaticn protocd ard affect the
progran performance One sud featue is the dispatch
rules which amachire se uses to decick the priority of the
waiting wafer lots. In a sequentihsimulation the dispatch
rule can be implemente in a straight-forwad fashion
becaus the whole systen stae is at the same simulation
time, ard the rule simply reads the stat variables (of
any machine resources etc) In a parallé simulation,
the dispatd rule computatio may be complicatel by the
fact tha differert portiors of the simulatel systen can
be at differert simulation times This pape describs our
study of the implementatio of dispatd rules in parallel
simulation We note tha this is actualy an instane of the
little-studied problem of providing shared-sta&information
in paralld simulation We briefly suwvey previous related
work. We then outline two differert approache for a
dispatt rule to acces the shared-stat information and
compae them in terms of their ea® of implementation.

1 INTRODUCTION

The background of this work is from an ongoirg collabora-
tive projed betwee the Gintic Institute of Manufacturing
Technoloy ard the Schod of Applied Scien@ in Nanyang
Technologich University, Singapore The objectve of our
projed is to study how paralld and distributed simulation
(PADS) techniqus can be applied in avirtual factory sim-
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ulation (Jan 1995) The simulatiors will be plant-wide,
ard include the modelirg of manufacturig and business
processesand communicatios network Sud a simu-
lation environmert will allow one to modd and analyze
the effects of differert systen configuratiors and control
policies on actud systen performance The initial focus is
the electronis industy, becaus it is amaja contributor
to the manufacturig secto in Singapore We therefore
begin our study with aparallé discret evert simulatian of
a wafer fabrication plart (without considerig the business
proces ard communicatios aspect).

In order to have aconvincing demonstratio of applying
PADS for virtua factoty, one of the main projed objectves
is tha the parallé simulation tood be able to support
features which are commony; found and used in commercial
(sequentidl packages On the othe hand because this
is R&D work, we canna afford to build a prototype as
elabora¢ as commercid tools e.g. ManSim (TYECIN
1996) We therefor include only features which are likely
to have an impad on the implementatia ard performance
of the paralld simulatin protocol.

While studyirg a wafer fabrication simulation using
the Semateh dataset (Sematek 1997) one featue which
complicats the implementatio of paralld simulation is
the dispath rules A dispath rule is a rule which a
machire s uses to decice the priority of the waiting
wafer lots. For example if a dispatchig rule is first-
come-first-sared, then an earli@ wafer lot has a higher
priority. Anothe exampk is to conside the amoun of
backlay in ead lot’s next destinatim machire set For each
lot, we find the quete lengh in the lot’s next destination
machire set (Ead machire s¢ has a comma queue.)
The shorte the quete length the highe is the priority of
the correspondig lot. (For brevity, we will refer to this
dispatt rule as the QLNM rule - queuelengh in next
machire set.)
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In a sequentihsimulation eitha of the two dispatch
rules describé above can be implemente in a straight-
forward fashian becaus the whole systen stae is at the
same simulatin time. A rule simply read the state
variables needd (e.g quete lengh at differert machine
sets) In aparalld simulation the dispatd rule computation
may be complicatel by the fact tha differert portiors of
the simulatel systen can be at differert simulatian times.
For example while computirg the QLNM dispatd rule
at machire se& M;, we nedal to acces informatian from
othe machire ses which may be at differert simulation
times from M.

This pape describs our study of the implementation
of dispatd rules in paralld simulation The bast issue
is to find away to hande the shared-sta information in
paralld simulation In Sectio 2, we give the motivation of
supportirg shared-sta in parallé simulation ard suwvey
severd generd implementatio approaches. Section 3
describs two approache we studied for a dispatd rule
(e.g QLNM rule) to acces the shared-sta information.
Both use message-pasginto transmi events to real or
write shared-sta information We also briefly compare
the two approachedn terms of the ea® of implementation.
We concluck this pape and outline the future directions
of our projed in Sectin 4.

2 SHARED STATE IN PARALLE L SIMUL ATION

The problem of implementirg aQLNM dispatd ruleis the
sharirg of stak information amorg differert machire sets.
A comma solution isto grouwp into asingle logicd process
(LP), a machire s¢ M, togethe with othe machire sets
whos stak M; accesses This ensurs tha all machine
set in the sane LP are progressig at the sane simulation
time. If a machire se M;, while handlirg an event, needs
to read or write the stae of anothe machire sé M; in

the sane LP, the read/writ action can procea correcty,

becaus the machire ses shae the sanme LP simulation
time.

Sud an approab is usefu if, after groupirg resources
or machire ses which acces share state the modd can
still yield enoudp parallelisn (in terms of the number
of LP's). But the groupirg of resources/machénses is
a transitve operatim and we may erd up with a small
numbe of LP’'s. For example while we group machine
ses M; ard M; into the sarme LP becaus of one shared
variabe x, M; and M; may alo have to be grouped
becaus of a differert sharel variabk y. We erd up with
My, ard M; in the same LP even thoudh they do not
shae any state.

We illustrate this problem using the Semateb dataset
(Semateb 1997 for wafe fabrication. The datasets
specify the machire se¢ ard (humar) operato se required
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to perfom a processig step. Ead machire s¢ and
operato sd can be usel in more than one step Ther are
cases when an operato sa works with differert machine
sets and a machire se need differert operato ses when
performirg differert processig step In the simulation
mode| a machire (from a machire se) has to acquire
an operato (from an operato se) to proces awafe lot.
The straight-forwad way to implemer this is to trea the
operato sd& as a sharel counte (variable) We check
whethe an operato is available by readirg the counte,
ard decremen the counte to signify the acquisition of
an operate. Ead share counte is read and updated
by differert machire sets and a machire s¢ may read
ard update more than one counte (dependig on which
processig step is to be performel by the machine.)

Table 1 shows the numbe of LP's (conflic sets)
obtainal from the Sematekb dataset when we growp into
the same LP, machire ses which read/wrie a shared
counte, ard compue this in a transitve fashian (Turner
et al. 1998) In particula, ses 5 ard 6 resut in relaively
few LP's. Furthermore we note tha thee numbes of
LP's are only when we conside the use of operato sets
in the simulation model To build a realistc model there
will be othe kinds of share information which will
furthe redue the numbe of LP's (ard hene level of
parallelism) One sud exampk is the QLNM dispatching
rule.

Table 1. Statistic from Semateh Datasets

Data No. of No. of No. of
set mach sets operato sets conflic sets

1 68 32 23
2 87 97 87
3 73 0 73
4 31 0 31
5 83 4 4
6 93 7 7

It is therefoe usefd to study alternaive ways of
sharig stae amorg differert LP's. Anothe approach
is to provide a space-tine abstractio for the simulation
application (Ghos and Fujimoto 1991 Mehl ard Hammes
1993) Share variables are read and written at virtual
time instants A rea or write operatim is considered
as an event. The sequene of actiors to handke each
type of event depend on whethe the sharel variables
are usal togethe with a consevative or an optimistic
parallé simulatian protocd (Fujimoto 1990) For example,
Mehl and Hammes (1993 extends the ideas in distributed
sharel memoy (DSM) in differert ways to provide shared
memoy that is kept consisten with virtual time.
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In an optimistic protocol an LP will save its stak at
differert virtual times and execue events assumig they
will be in time-orde. If event arrive out of time-orde, an
LP will rollback bak to an earlig state ard undo all its
actions including 'un-sending event-messageit sert to
othe LP’s. The centrd ideato implemen a share variable
within an optimistic protocol is to have a multi-version
list for eath sharel variable The list contairs a list of
triples (sende id, new value timestamp which indicate
when the variabke has been updated A reade LP sends
a rea evert to the owner of a variabke and suspend its
evert handling Assumirg tha the read event is at time
t’, the owner finds the value v from the multi-versim list,
sud tha (id,v,t) is atriple and t is the larges value
in the list, which is smalle than ¢. The owner keeps
tradk of the LP’s which have read ead variable In case
a write evert arfives (id”,v"”,t"”) sud tha t < t” < ¢/,
then the reade has recaved an incorred¢ value ard has to
be notified of the new value v”, so tha it can perform
any necessar rollback.

In a consevative protocol an LP will only execute
evensif itissakto do so (i.e. if it iscertan tha there will
not be any violation time-orde causaliy constraing Mehl
ard Hammes (1993 suggeste two generd approachs to
implemen sharel variables for a consevative protocol,
without any rollback In the first approachan LP maintains
amulti-versim list for ead variabk tha it owns. When an
LP recéves an write evert (id,v,t), it simply insers the
triple into the multi-versia list. The write evert (id, v, t)
is orderal with otha simulaticn events and is therefore
correcty handlel by the LP when the LP reachs the
simulation time ¢. For a real evert at time ¢/, the owner
LP waits until it receves guaranteg (e.g via additional
null messaggsthat there will not be any write events with
timestanp smalle than ¢. It then retrieves the correct
value for the variabk from its multi-versim list. Mehl and
Hammes (1993 however did not note the following: that
if the read evert is handla@ accordimg to time-orde with
othe events using a consevatve protoco| then when the
LP handles the read evert at timestanp ¢, the protocol
will guarante tha there cannd be any write evert with
timestanp smalle than t'. It is therefoe unnecessarto
maintan a multi-versia list if all read and write events
are handlel with respet to their timestanp orde.

Onre disadrantag with the first approab is tha the
reade LP has to susped its evert handlirg until aresut is
recaved from the LP which owns the variable A second
approab suggestd by Mehl and Hammes (1993 is to
cache acopy of the variabke at ead reade. The cached
copy has atime-guarante associaté with it, which ensures
tha the value is valid up to the guaranted time. The
reade LP send areal event if the copy is unavailable
or invalid.
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We have earlie describé a way of providing shared
variables (operato sd countery by coalescig multiple
LP's (machire set3 into a single LP. We can envision
usirg the algorithis in Mehl ard Hammes (1993 as an
alternaive approab to implemen countes for operator
sets. Similarly, we may use thes algorithrs for the
QLNM dispatchimg rule. The quete lengh of a machine
sd (i.e. numbe of wafer lots waiting to be scheduled)
is representg by a sharel variable and the reade LP’s
are the upstrean machire ses which use eat wafer lot's
next destinatim machire sets quete length to determine
the lot’s priority.

It is however possibé to implemen the QLNM
dispatchimy rule without using multi-versian lists because
the accesse to the quewe lengh share variable have
a differert characterist from tha of the operato set
counte. While the operato sd& counte is read and
written by multiple LP's, the quele lengh variabk is
updatel by the owne LP ard read by othe LP's. We
descrile our implementation for the QLNM rule in the
next section which can be generalizd to any write-local,
read-by-remat sharel variable.

3 WRITE-LOCAL , READ-BY-REMOTE
SHARED VARIABLES

The next two subsectioadescrile approachsto implement
a share variable usel in a consevative protoco| which
is written only by its owner LR, and read by othe LP’s.
Since the variabk is written only by its owner LB, there
are no write events and all writes occu at the correct
simulation time. We therefoe only neal to handk read
events.

3.1 Request-Reply

One way to read a remot variabk is to use arequest-
reply protocol thisis similar to the request-repl in typical
message-passingxcep tha the reques (i.e. real event)
is handlel at a specift virtua time instant The requester
(readey LP send out a read evert at timestanp ¢’ and
its simulatian time is frozen at ¢ = ' while waiting for
the reply (Figure 1). In general there is no neal for the
owner LP to implemen a multi-versim list for the shared
variabk if read event are orderel with othe simulation
events and handlal in time-orde. When the real event
is executed the sharel variabke will contan the correct
value at tha virtual time instart becaus it is not updated
by othe remoe LP.

We note that whilethe reade LP isfrozenin simulation
time, it mug not be suspende in terns of red execution.
In particula, it mug continle to receve read events
(timestampd at t') from othe LP's. If not, deadlo& may
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Req(M2 queue-len) @t

Machine set M1

Machine set M2

Reply(M2 queue-len) @t

Req(M3 queue-len)@t’

Machine set M3

Reply(M 3 queue-len)@t’

Figure 1. Readiry a Remot Variabke by Request-Repl Protocol

occu. For example if LP; sends areal evert to LP; at

time ¢’ ard vice-versa both may be suspende waiting for

the othe to reply. In orde to prevent suspensio in real

execution the LP has to bre& out of the event-handling
cock just after the read evert is sert out, ard resune at the

sane location when theresut isreceéved This complicates
coding and we shal descrile our implementatio later.

We have assumd tha real event are seri out at the
simulatian time of the reade LP. The reade LP may also
try to prefeth a value by sendig out a read evert at
timestanp ¢ while its simulatin time is at ¢” < t'. (The
situation when an LP send out a real evert at timestamp
t' while its simulation time is a ¢’ > t' is nat useful
becaus the evert shoutl have been sert out when the
LP was at timestanp ¢’.) In this case the reade LP can
continte its evert execution becaus the reply will ariive
a a later simulatian time, and be handlal then.

Ore differences betwe@ our approab and tha in
Mehl and Hammes (1993 is tha we do nat keep a
multi-versia list for ead sharel variable Thisis because
we proces the read events in timestanp orde together
with othe simulaticn events By the guarante of the
consevative protocol when an LP processg a read event
at time ¢/, it will also have completal all locd updates of
the correspondig variable.

In ordea for a multi-versian list to be usefd when
using request-repgl to real share variables read events
shoull be treatal as speci& events independenof other
simulation events. So real event arriving a an LP
constitue an independenstrean from othe time-ordered
events This may allow the owner LP to procee ahead
in simulatin time, while the reade LPs lag behind thus
providing more parallelism In the ca® for the QLNM
dispatchig rule, it depend on the characterist of the
consevative protocol in particula whethe the simulation
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time of a share variablés owner LP can procee ahead
of the reade LPS simulatian time.

Conside a synchronoa simulatian protocd (e.g Cai,
Leterte and Turne (1997 ard Lim, Low amd Turner
(1998) which calculates a safetine for every LP at every
supe-step The safetime for LP; (ST p,) iS aguarantee
tha event arriving a LP; in the next supe-step will
be at leag at timestanp > STrp, . Ther is also no
lookahed information Suppos we have machire se M’
sendiy wafer lots to machire seé M”. In sudc aprotocol,
the simulatian time of M" (Timey;») cannad exceel the
simulation time of M’ (Timey;). When M’ handles a
lot arrival evert at ¢ ard send a read evert to M" at ¢/,
M" may not be able to retum avalue to M’ immediately
becaus Timey;» < Timey = t'. We note tha even
if the shar@ variablés value has a time-guarante as
lookaheada multi-versim list is still unnecessgr because
only the lateg value is read.

In an asynchronosi protocd (e.g Chandg ard Misra
(1979) with lookahed and deadlo& prevention M’ may
serd a null messag to M to advane M’’s simulation
time ahea of M"'s. If M’ then send area evert at ¢/,
it is now usefu for A" to maintah a multi-versia list
becaus it may be readirg an older value of the variable,
now tha Timey» > Timey = t'. Note tha the null
messag from M’ only ensurs M tha M’ will not
serd any non-rea event before the guaranted time. Read
event can still ariive before the guaranted time.

3.2 Cached-Copy

A secom way is to caclke the remoe sharel variabk in
the reade LP. While Mehl and Hammes (1993 examined
a cache-on-demahapproach we tried an always-update-
by-writer approach There is now an additiona link from
the owner/writee LP to ead reade LP (if nore exists
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previously.) The cache-upd& events will travel along
ead link in timestanp orde, with any otha simulation
events At the beginning of the simulation the writer
send an initial value to all the variablés readers Because
in the QLNM dispatchimg rule, the machire s& queue
lengh is update only by the owner LP, there cannd be
any simultaneos write events from differert LP’s. During
execution every time the quete lengh changesan updated
value is sert to all readers Neithe the reade nor the
writer maintairs any multi-versian list.

When the reade need the value of a sharel variable,
it reads from its locd cache without being suspendedin
Mehl ard Hammes (1993) a time-guarante is associated
with ead cachel copy to ensue tha it correcty reflects
the current value in the origind variabke location This
is becaue the reade only receaves cache-updat events
when its cacle becoms invalid, ard it has to serd out
request for updates.

On the othe hand in our approach ther is no
neel to associat a time-guarante for every cache copy,
becaus the reade LP is notified of every update Since
the cache-upda evenfs arrive in timestanp orde, with
otheg simulaticn events we are guarantee tha an LP
a time t' readirg cachel variabke v’ is readimg its latest
value becaue any othe cache-upda& events for v’ have
to ariive at or after ¢’. (If not, they would have arrived
before ¢’ and useal to updae v’ before the current attempt
to read v’ at t'.)

The approabt in Mehl and Hammes (1993 has the
advantag tha cache-upda events are only sert when
needd by the reade. But if the lookahed is smal or
even zerq ard the sharel variabk is read frequenty, then

the overhead may be highe from more reques messages.

Our approab awids the round-trp neede to get a cache
update.

In the QLNM dispatchimgy rule, the sharel variabk is
written only by the owner LP. If ashare variabk is written
by multiple LP’s, our schene can be simply extendel by
having ead writer updae all reades wherever a writer
update the variable This may potentially resut in many
cache-upd& messageshut since we are only interested
in the single-write share variable we are not affected
by sud a situation.

3.3 Comparison of Approaches

In this section we briefly compae the request-regl and
cachel copy approachsin terms of ea® of implementation.
The main complicatim when coding the request-reply
protocd is tha the reade LP has to susped its event
executin after sendig out a read event But we cannot
simply susped the reade LP in red execution otherwise
a deadlo& might result Intuitively, the LP is frozen at

1595

simulatian time ¢’ but continues to handk othe event at

t' (if they do nat interfere with the interruptal event) The

natura sequene of event-handlilg actiors is now broken

into two portiors of code reducirg modulariy (Figure 2).

Ther are also additiond executil overheads because
locd variables usel in the earlie statemerg may neal to

be saved to be restorel after recaving the reply.

One way to retain the continuity of the event-handling
cock is to make use of the langua@ exception mechanism
(Figure 3). After sendirg out a real event, an exception
is thrown The caller of the event-handlig code must
be read/ to accep sud exceptions. When the reply
is recaved the exceptimn is resumed The language
mug provide the mechanim to both throw and resume
exceptions Becaus C++ only has the throw mechanism,
the programme mud still explicitly save ard restoe local
variables for the LP to resune its event-handling Ideally,
the code using exceptian mechanim is as in Figure 3.

The cached-cop approat is simple ard does not
require any coce mangling All we do is to introdue a
new type of cache-upda& events and implemer the local
cache for eat LP. If no messag link existed previously
from the owner LP to areade LP, a new link is added;
otherwise the cache-upda& evens shae the samne link
as othe simulatim messages The only chang to the
sequentib sequene of event-handlig actiors is to look
up the locd cacte for the value of a share variabk if it
is remote.

4 CONCLUSIONS

In this pape, we try to illustrate the relevane of support-
ing sharel stakt in a paralld manufacturig simulation,
especialf if we wart to implemert in paralle] similar
features found in commercia sequentib simulatian pack-
ages Two examples of sharel stat in a parallé wafer
fabrication modeé are the operato se¢ counte ard machine
sd quete length The former is usal when a processing
stgp at a machire need to acquie an operato before it
can proceed The latter is usal to decick priority of wafer
lots in the QLNM dispatchimy rule. While the operato set
counte is read ard written by multiple LP’s, the machine
sd quete lengh is written only locally by the owner LP.

We find tha in the implementatia of sharel variables,
if the read and write event are treatal just like any other
simulation events and handlal in timestanp orde, there is
no neel to implemern mechanisra suc as multi-version
list (as describé in Mehl and Hammes 1993) The latter
is usefd only if read/wrie events are to be treatel in a
separat time strean from othe events.

Our simulation modé is still relaively simple because
it only looks at wafer manufacturing We are currently
integrating the various aspecs of a virtua factory model,
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statementy, ... statement;
real variabk v =
statement;i ...

statementy, ... statement;
serd readevert for v

[On recaving reply with v’s value]
statement;yq ...

Figure 2: Request-regl approab to read sharel variabke using manud code partition

statementg, ... statement;
real variabk v
throw exceptin £

statement; 41 ...

[On recaving reply with v’s value]
resune exception £

Figure 3. Request-repl approab to read sharel variable using exception mechanism

including busines processesmanufacturig and commu-
nicatiors netwok support and evaluatirg the different
protocok to find out which will give bette performance
for our application We plan to conside the use of looka-
heal informatian in our parallé simulation This provides
time guaranteg to advane eadh LP’'s simulation time.
We can al look into using this lookahed information
to provide time guaranteg in the sharel variabk imple-
mentation This may help to redue the numbe of read
and cache-upda& events and/a increasiig the amourt of
parallelism.
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