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ABSTRACT

In this paper, we conduct sensitivity analysis on a rankin
and selection procedure for making multiple comparison
of systems that have multiple performance measures. T
procedure combines multiple attribute utility theory with
ranking and selection to select the best configuration fro
a set of K configurations using the indifference zon
approach. Specifically, we consider sensitivity analysis o
the weights generated by the multiple attribute utilit
assessment procedure. We demonstrate our analysis o
simulation model of a large project that has si
performance measures.

1 INTRODUCTION

In recent work, Morrice et al. (1997) present a simulatio
model of a project that contains multiple input paramete
and multiple performance measures. Morrice et al. (199
1999) develop a procedure that combines simulatio
statistical ranking and selection (R&S), and Multiple
Attribute Utility (MAU) theory to select the best project
configuration over K (>1) possible configurations. The K
configurations are constructed from different settings of th
input parameters.

In this paper, we conduct sensitivity analysis on th
weights assessed by the MAU procedure. In particular, w
perform a one-at-a-time sensitivity analysis on each weig
while holding the ratios amongst the other weight
constant. We demonstrate the impact of this sensitivi
analysis on the indifference zone, the ranking of th
configurations, and the total number of simulation run
required. Sensitivity analysis on the MAU weights is a
important exercise because the weights represent 
quantification of qualitative decision-maker preference
Thus, their exact values are difficult to know or even asse
with certainty.

The remainder of the paper is organized in th
following manner. Section 2 describes the project examp
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from Morrice et al. (1997) that will be used throughout the
paper. Section 3 describes the methodology developed 
Morrice et al. (1998, 1999). Section 4 contains the
sensitivity analysis results. Section 5 contains some
concluding remarks and discusses future researc
directions.

2 EXAMPLE

We use the methodology developed in this paper to analyz
the simulation model of the project described in Morrice e
al. (1997). The simulation models a large outdoor
operation called a signal quality survey. Signal quality
surveys are conducted over large geographical areas (te
to hundreds of square kilometers). They are projects takin
anywhere from a few days to a few years with the numbe
of personnel ranging from 20 to 1000 people, requiring
capital equipment valued in the tens of millions of dollars,
and generating survey revenues ranging from hundreds 
thousands to hundreds of millions of dollars. The
simulation model was designed to support bidding,
planning, and conducting these large, complicated, an
expensive projects in a profitable manner.

The execution of a signal quality survey requires the
coordination of five types of crews (see Figure 1). Briefly,
the signal crew sends signals from several geograph
locations that are recorded by the recording crew.  Sinc
the signal crew and recording crew work in such a
synchronized fashion, we will consolidate them into one
object in this analysis. The layout crew places receiving (o
monitoring) equipment at several geographic locations s
that the recording crew can receive signals sent by th
source crew. The transport crew brings the layout crew
receiving equipment. The packing crew prepares receivin
equipment for the transport crew that is no longer require
on a particular part of a survey for receiving signals sent b
the signal crew.
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    Packing Crew

Transport Vehicle

     Layout Crew

      Recording Crew     Signal Crew

Figure 1: Crews in a Signal Quality Survey

Performance measures on this project include perc
utilization for all crew types, project duration, and cost. W
will model four project configurations differentiated by the
number of source crews and the amount of receivi
equipment available. Resource decisions along these 
dimensions are considered the most important on a sig
quality survey. More specifically, the configurations wil
be numbered as follows: a single source crew with 11
units of equipment (1), a single source crew with 130
units of equipment (2), two source crews with 1100 uni
of equipment (3), and two source crews with 1300 units 
equipment (4). Each configuration will be evaluated on th
multiple performance measures and the best will 
selected.

3 METHODOLOGY

This section summarizes the methodology developed 
Morrice et al. (1998, 1999). It is an R&S technique usin
the indifference zone approach for multiple performan
measures. Assume that there are K ≥ 2 project
configurations and n ≥ 1 performance measures. For 1 ≤ k
≤ K, let Xk = (Xk1, Xk2,…, Xkn) denote a vector of random
variables representing the performance measures 
configuration k. Let E[u(Xk)] denote the expected utility
(unknown) for configuration k, where u(Xk) is a MAU
function of the form:

)X(uw)(u kii

n

i
ik ∑=

=1
X      (1)

The function )(ui ⋅  is a single attribute utility function over

measure i that is scaled from 0 to 1, iw is the weight for
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n

1i
i =∑

=
. For more details on MAU theory,

see Clemen (1991).
Let

E[u(X[1])] ≤ E[u(X[2])] ≤ … ≤ E[u(X[K])]

denote the ordered expected utility values. The goal is 
select the project configuration with the largest expecte
utility E[u(X[K])]. If the R&S procedure achieves this goal a
“correct selection” (CS) is made. The R&S procedure is
designed to satisfy the following probability requirement:

P{CS} ≥ P∗ whenever E[u(X[K])]  - E[u(X[K-1])] ≥ δ∗

where (1/K) < P∗ < 1 and 0 < δ∗ < 1.
To conduct the analysis, a simulation model generate

M (≥ 1) replicates for each project configuration. On eac
replication for each configuration, the multiple attribute
utility function in (1) is evaluated using the realization of Xk.
If the utility function realizations for a given configuration
are not normally distributed then multiple replicates are
conducted, over which the realizations are averaged. Th
multiple replicates are made of the averages in order 
produce approximately normal data for the R&S procedure
Goldsman et al. (1991) refer to this last step as makin
macroreplications.  In our analysis, we used the two-stag
indifference zone procedure for R&S due to Rinott (1978).

When R&S is based on expected utilities, the selectio
of δ∗ can be challenging because δ∗ has no direct physical
meaning on the utility scale. To address this problem
Morrice et al. (1999) develop the following procedure:

1. Pick measure j, j ∈ {1,2, …, n} as the
standard measure

2. Exchange utility in measure i, 1 ≤ i ≤ n,, i ≠ j
for configuration k, 1 ≤ k ≤ K via:

( ) ( ) ( )[ ]∑
≠

−+=′
ji

ikii
j

i
kjjkjj cXu

w

w
XuXu

where

• Xki is the original level of
performance measure i for
configuration k

• Xkj′ is the hypothetical level of
measure j for configuration k after
performing the utility exchange

• ci is the common level for measure i,
i ≠ j, in utility, i.e., between 0 and 1

3. Select δj
∗ for the standard measure by

inverting )(u j ⋅ .
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Step 1 selects a single standard performance measu
Step 2 performs a utility exchange transforming all othe
utilities to a common level and transforming them to the
standard measure. Once )(u j ⋅  has been inverted in step 3,

an indifference zone is selected on the scale of the origin
performance measure scale. This indifference zone is th
mapped to δj

∗ via )(u j ⋅ .

The following two propositions from Morrice et al.
(1999), stated without proof, show the relationship betwee
the variance of )X(u kjj ′  and )(u kX , and the relationship

between δj
∗ and δ∗. Proposition 2 provides necessary and

sufficient conditions for defining R&S procedures on
)X(u kjj ′  and )(u kX that are completely equivalent.

Proposition 1: The following relationship holds for
the variances:

2

Var(
Var(

j

k
kjj

w

))u(
))X(u

X=′

for measure j, j∈{1,2,…,n} and configuration k, k=1,2,…,
K.

Proposition 2: E[u(X[K])]-E[u(X[K-1])] ≥ δ∗ iff

j
jKjjKj w

XuXu
*

]1[][ )]([E)](E[
δ≥′−′ −

for measure j, j∈{1,2,…,n}  and configuration k, k=1,2,…, K.
Once δj

∗ has been selected, Proposition 2 can also b
used for computing the implied δi

∗, for 1 ≤ i ≤ n, i ≠ j using
the weights assessed from the MAU procedure. By

inverting )(ui ⋅ , for all i, i=1,2,…, n, one can construct

indifference-zone, preference-zone diagrams (Bechhofer 
al. 1995, page 178) for the original performance measur
implied by δj

∗ and the weights. Indifference-zone,
preference-zone diagrams are helpful to check fo
consistency of the decision-makers preferences express
in the weights and single attribute utility curves. They ca
also be used for conducting sensitivity analysis on th
weights, as we will demonstrate in the next section.

4 SENSITIVITY ANALYSIS

To demonstrate sensitivity analysis on the weights, we u
the example described in Section 2. This example 
described in more detail in Morrice (1999). All
performance measures have an exponential utility functio
of the form:

(X/RT)BeAU(X) −=     (2)
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(Clemen 1991, page 379). In particular, project cost has th
utility function

( )50000)01.064 X/e0195.(− ,     (3)

where X  lies in the range of 60 to 200 thousand US
dollars. The project duration has as its utility function

)(X/e00106.( 80)01.021−

where X is between 240 and 550 hours. We use the
following utility functions for all the crew ulitizations:

)(X/e( 0.0509)-2.061E1−     (4)

where X is an element of [0,1].
The MAU function was constructed from a

weighted sum of the six single attribute utility functions.
Weights were assessed as follows: cost (0.4), jo
duration (0.2), and worker satisfaction for each
utilization (0.1).

We index cost, duration, transport vehicle utilization,
layout crew utilization, packing crew utilization, and signal
crew utilization as one through six, respectively. Cost is

selected as the standard measure and we assess *
1δ =

0.00434 by inverting (3), anchoring the cost at $120
thousand, and then assessing an indifference zone value
the positive direction of $1,000.  From Proposition 2, the
equivalent indifference zone parameters for all the othe
dimensions are:

.01737.0,00869.0 *
6

*
5

*
4

*
3

*
2 ===== δδδδδ

4.1  Sensitivity Analysis and Indifference Zone,
Preference Zone Diagrams

Indifference-zone, preference-zone diagrams ar
constructed using certainty equivalents (CEs). For a single
attribute utility function, the certainty equivalent is equal to
the inverse of the utility function evaluated at the expecte
utility (Clemen 1991, page 372), i.e.,

E[ui(Xki)] = ui(CEki)

for 1≤ i ≤ n, 1≤ k ≤ K.
The curve dividing the indifference-zone from the

preference-zone is constructed by setting

*
ii]1K[ii]K[i )CE(u)CE(u δ=− −
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and solving for i]K[CE . For the utility function in (1), the

resultant expression is













+









−+=









−

−

−

1e
B

RTCECE RT

CE
*
i

i]1K[i]K[

]1K[

δ
ln .

For the cost measure with *1δ = 0.00434, the indifference

zone, preference zone diagram is given in Figure 2 T
indifference (preference) zone lies above (below) t
curve.
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Figure 2: Indifference Zone, Preference Zone
Diagram for Cost

To illustrate how indifference zone, preference zo
diagrams can be used in sensitivity analysis, we will vary 
weight on the cost performance measure (i.e., 1w ) while

holding the ratios amongst the other weights constant. T
is a common approach to one-dimensional sensitiv
analysis used in MAU theory (Butler et al. 1997). Usin
Proposition 2, Figures 3 and 4 contain indifferenc
preference zone diagrams for job duration and transp
vehicle utilization as 1w  is varied from 0.1 to 0.9 in

increments of 0.4. Note that indifference zone, preferenc
zone diagrams for all other utilizations are the same 
Figure 4 since Equation (4) is used as the single attrib
utility functions in all cases. In both figures the indifferenc
zones always lie above (or to left of) the curves and 
preference zones lie below (or to the right of) the curves.

For both performance measures, the curves in Figure
and 4 shift to the right and assume a greater slope 
curvature as 1w increases. The explanation for this rests 

the fact that as the 1w  increases, the weight on the other tw

measures decreases, i.e., job duration and transport ve
utilization are less important relative to cost.  Therefo
621
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larger changes in job duration and transport vehic
utilization are required to be equivalent to a given change
cost. For example, with the indifference zone parame

*
1δ = 0.00434 for cost, with 1w  = 0.9, 11725.0*

2 =δ ,

2345.0*
6

*
5

*
4

*
3 ==== δδδδ  (compare these values with

values given above when 1w  = 0.4). The larger δ-values

yield indifference zone curves with greater slope a
curvature.
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Figure 3: Indifference Zone, Preference Zone
Diagrams for Job Duration
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Figure 4: Indifference Zone, Preference Zone
Diagrams for Transport Vehicle Utilization
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In this manner, the indifference zone, preference zon
diagrams can be used for sensitivity analysis and to chec
the consistency of the decisions maker’s preferences
reflected in the weights.

4.2 Impact of Sensitivity Analysis on R&S Results

Once again, we will perform sensitivity analysis on th
weights by changing one weight at-a-time while holdin
the ratios amongst the other weights constant. Table
contains sensitivity analysis results for 1w . The range of

variation from 0.25 to 0.9 reflects the importance of the
cost parameter. It is doubtful that a decision maker wo
ever want to put less that twenty-five percent of the weig
on cost and conceivable that (s)he would put almost all 
weight on cost (i.e., ninety percent). The column lab
“Stat.” contains a row for the mean utility for the secon
stage R&S results (“Mean”) and a row for the total numb
of simulation runs (“#Sim.) for each value o

1w considered.

The results in Table 1 illustrate that the robustness
Configuration 2 as the best configuration (highest me
utility) over all values of 1w considered. Likewise,

Configuration 4 remains a robust performer as the sec
best configuration.

With the fewest resources, Configuration 1 has long
duration. As a result, Configuration 1 experiences rap
improvement as 1w  increases because weight shifts fro

the project duration to the project cost. Additionally, th
number of simulation runs drop for the same reas
because project duration has a high level of variability. 
turns out that the variability in utility of job duration is a
least one order of magnitude greater than the variability
the utilities on the other measures for Configuration 1.)

Configuration 3 has one more source crew th
Configuration 1 so, on average, the former has a sho
duration than the latter. However, 1100 units of equipme
rather than one source crew is the bottleneck so 
additional source crew in Configuration 3 makes th
configuration more expensive than Configuration 1. Bo
of these factors explain why Configuration 3 perform
better than Configuration 1 for lower values of 1w  but the

latter improves more quickly than the former as 1w

increases.
The number of simulation runs required fo

Configuration 3 decreases because at 1w  = 0.3 the weights

on costs and project duration are roughly the same (2w  =

0.233 and all the other weights equal 0.117). Additional
the utilities of the two performance measures have roug
the same variance for this configuration (which is at le
three orders of magnitude greater than the varian
associated with the utilities of the other performan
62
election for Multiple Performance Measures
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Table 1: R&S Results from Cost Weight Sensitivity
Analysis

Configuration1w Stat.
1 2 3 4

Mean 0.270 0.931 0.419 0.7820.25
#Sim. 820 100 400 130
Mean 0.402 0.944 0.473 0.8180.3
#Sim. 520 100 340 100
Mean 0.501 0.953 0.511 0.8420.35
#Sim. 350 100 300 100
Mean 0.576 0.960 0.540 0.8610.4
#Sim. 250 100 280 100
Mean 0.631 0.965 0.562 0.8750.45
#Sim. 180 100 260 100
Mean 0.676 0.969 0.579 0.8860.5
#Sim. 130 100 240 100
Mean 0.711 0.972 0.594 0.8960.55
#Sim. 100 100 230 100
Mean 0.742 0.975 0.607 0.9040.6
#Sim. 100 100 230 100
Mean 0.768 0.978 0.617 0.9100.65
#Sim. 100 100 220 100
Mean 0.791 0.980 0.626 0.9160.7
#Sim. 100 100 220 100
Mean 0.811 0.982 0.634 0.9210.75
#Sim. 100 100 210 100
Mean 0.828 0.983 0.640 0.9250.8
#Sim. 100 100 210 100
Mean 0.843 0.985 0.646 0.9290.85
#Sim. 100 100 210 100
Mean 0.856 0.986 0.652 0.9320.9
#Sim. 100 100 200 100

measures for this configuration). Therefore, the variance 
)X(u 311 ′  is determined by the sum of the variances of th

cost and project duration utilities (see the formula in Step
of the procedure in Section 3) plus a covariance ter
which is positive since these two measures are high
positively correlated. As 1w  increases, the variance of

)X(u 311 ′  approaches the variance of the utility of the cos

(i.e., something less than half of the variance of )X(u 311 ′
for 1w  = 0.3).

We chose 0.1 to 0.4 as the most realistic range 
variation for 2w . Table 2 contains sensitivity analysis

results. Once again, Configurations 2 and 4 remain the b
and second best, respectively, over the entire range 
variation. With an increased emphasis on job duratio
Configuration 1 deteriorates rapidly and requires mor
observations for the reasons given above. Additionally, th
same arguments used above explain the results 
Configuration 3 in Table 2.
2
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Table 2: R&S Results from Job Duration Weigh
Sensitivity Analysis

Configuration2w Stat.
1 2 3 4

Mean 0.742 0.965 0.607 0.8630.1
#Sim. 100 100 230 100
Mean 0.664 0.962 0.575 0.8620.15
#Sim. 140 100 250 100
Mean 0.576 0.960 0.540 0.8610.2
#Sim. 250 100 280 100
Mean 0.471 0.956 0.500 0.8590.25
#Sim. 400 100 310 100
Mean 0.356 0.953 0.454 0.8570.3
#Sim. 620 100 360 100
Mean 0.224 0.949 0.399 0.8550.35
#Sim. 940 100 430 100
Mean 0.065 0.944 0.335 0.8530.4
#Sim. 1390 100 520 100

We performed one-at-a-time sensitivity analys
on iw , i = 3, 4, 5, 6 over a range deemed realistic: 0.05 

0.25. Only the sensitivity analysis on 4w  proved to be

interesting because the layout crew becomes a bottlen
after the amount of receiving equipment is increased
1300 units. All other crews have low utilization in all fou
scenarios. Hence sensitivity analysis on their weights h
almost no impact on the results.

Table 3 contains results for sensitivity analysis on 4w .

Changes in 4w  over the range 0.05 to 0.25 do not affect

Configurations 1 and 3 since equipment constrain
production in both of these configurations and not t
layout crew. For Configurations 2 and 4, the layout cre
becomes the constraining resource. As a result, both
these configurations begin to deteriorate as 4w  increases

to 0.25. However, they still remain the top tw
configurations in all cases given in Table 3. Furth
increases in 4w  lead to further deterioration of these tw

scenarios. We elected not to include such results in Tab
because, in practice, it is unlikely that a decision-mak
would put more than twenty-five percent of the weight on
single crew utilization measure. The increased number
simulations for Configuration 4 when 4w  = 0.25 results

from the relatively high the variance of the utility fo
layout crew utilization (the variance of the utility for th
layout crew utilization is at least four times the variance 
the other utilities for this configuration).

In combination, the results from Tables 1, 2 and
indicate that Configuration 2 represents a robust b
configuration. However, we must reemphasize that t
sensitivity analysis results are limited by the fact that w
have only considered one-at-a-time changes in the weig
62
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Table 3: R&S Results from Layout Crew Utilization
Weight Sensitivity Analysis

Configuration4w Stat.
1 2 3 4

Mean 0.576 0.969 0.540 0.8980.05
#Sim. 250 100 280 100
Mean 0.576 0.960 0.540 0.8610.1
#Sim. 250 100 280 100
Mean 0.576 0.949 0.540 0.8190.15
#Sim. 250 100 280 100
Mean 0.576 0.936 0.540 0.7720.2
#Sim. 250 100 280 120
Mean 0.576 0.922 0.540 0.7150.25
#Sim. 250 100 280 210

5 CONCLUSION

In this paper, we have conducted a one-at-a-time sensitiv
analysis on the weights of a combined MAU theory R&S
procedure. Future research includes sensitivity analysis 
making simultaneous changes in the weights usin
approaches similar to those found in Butler et al. (1997
Additionally, we plan to conduct sensitivity analysis on the
single attribute utility functions.
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