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ABSTRACT

We present a new approach to determining the warm-
period for steady-state simulation of telephone traffic.  Th
underlying simulation model captures the sophisticate
interactions that determine the acceptance and routing 
calls between origin and destination nodes across t
telephone network.  Recognizing that both the arrival an
duration of calls are Markovian, approximate satisfactio
of the equivalence property of Jackson networks signifies a
stochastic steady state.  We are able to determine the on
of steady-state behavior, therefore, by monitoring arriv
and departure rates observed during the simulation a
testing for equivalence.  Application of the rule is
illustrated using a simple three-node network.

1 INTRODUCTION

It is well known that the initial output of a stochastic
simulation may not be representative of steady sta
behavior.  Consider, for example, an M/M/1/c queuin
model and suppose that we are interested in determin
the average waiting time for customers in the system.  
the arrival rate exceeds the service rate, then we wou
expect the average number in queue to be near capa
and the steady-state waiting times of customers in t
system to be appreciable.  If the simulation is initialize
empty and idle, however, the first few arriving customer
will have little or no waiting time.  Including these initial
observations in the steady state average will artificiall
lower the resulting estimate of the expected waiting time.

To mitigate the bias introduced by unrepresentativ
initial conditions, steady-state simulation runs typically
include a warm-up or start-up period.  This period allows
the system to evolve to a condition more representative 
steady-state, before observations are retained for outp
analysis.  Methods for determining an appropriate leng
for the warm-up period are efficient if these truncate on
the biasing observations; effective if these truncate all su
biasing observations; and robust if these apply across
662
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wide range of models.  The search for efficient, effectiv
and robust truncation rules has a long history and contin
to be an area of active research.  Cash, et al. (1992),
Goldsman, et al. (1994), Law and Kelton (1991),
Pawlikowski (1990), Stamoulis and Tsitsiklis (1990), an
White (1997) provide ample entrée into the literature 
the initialization problem.

In this paper we describe a special-purpose truncat
rule developed and applied to determine the warm-
period for a telephone network routing (TNR) problem
We first provide some background for the problem in ord
to motivate the development of the approach.  We th
discuss our approach and present some sam
experimental results based on the simulation of seve
specific network configurations.

2 BACKGROUND - TNR PROBLEM

Consider a network consisting of a set of nodes connec
together by a series of links or paths, and suppose 
these links represent cables through which telephone c
can travel from node to node within the system.  At a
given time, a series of telephone calls may be in progr
within this network, each one associated with an orig
node from which the call was initiated, and also with
destination node which ultimately receives the call.  Wh
a call is in progress it occupies a continuous pathway,
route, through the network, connecting these origin a
destination nodes.  Every origin/destination node pair,
OD pair, is associated with a unique set of such connec
routes.  Figure 1 illustrates a sample five-node telepho
network, and shows each of the one- and two-link rou
that connect a chosen OD pair.

The arrival of calls to the network may be modeled 
a set of independent Poisson processes, each one asso
with a different OD pair.  The length of time that each c
remains within the network, once it has been assigned 
route, is also stochastic, and we assume that these hol
times are IID exponential random variables.
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origin

destination

(a): five node network (b): one and two-link routes

Figure 1: Sample Telephone Network

We assume that each link in the network can ca
only a finite number of calls at a given time.  By extensi
each of the routes associated with a given OD pair also
finite capacity, and we may determine the current availa
capacity on any given route by the minimum availa
capacity among its component links.  Since each netw
link may be shared by routes associated with sev
different OD pairs, a given route with no calls curren
occupying it may theoretically have no available capac
for adding a call.  Because different OD pairs are of
associated with varying call arrival rates, the calls wh
come from OD pairs with higher arrival rates will tend 
take up more of the link capacity on any shared links.

If there is a non-trivial number of nodes in a giv
network, the overall number of routes in the network c
be quite large.  Even by restricting consideration to o
one- and two-link routes, there will still be o(N3) total
routes in a fully-connected N-node network.  It is th
complexity, as well as the interaction between differe
distinct OD pairs and their associated routes, which ma
analyzing the telephone network routing problem 
challenging.

There currently is significant interest in developi
optimal decision rules for routing calls within such 
telephone network.  Given the complexity of the probl
domain, this is widely recognized as an extremely diffic
task for which no exact solutions are currently availa
(Kelly 1995; Kawashima 1995). One of the more rec
approaches to developing such decision rules u
simulation of the telephone network to empirica
generate the parameters of a large-scale Markov dec
process (MDP); the resulting MDP is then solved 
produce a network routing policy (Zobel 1998).  Becau
this approach, known as Simulation for Model Generation
(SMG), is computationally intensive, it is important 
have an efficient procedure for determining an appropr
start-up period for the steady-state simulation of 
underlying network.  This paper is the result of attempt
to address this need.
663
,
as
e

k
l

,
s

t
s

n

e

3 APPROACH

In order to examine the steady-state behavior of the
telephone routing problem, a warm-up period must be
included at the beginning of each network simulation.  This
warm-up period must be long enough to move the system
into its steady state behavior, but short enough that too
much information is not lost from each simulation
replication.  A standard result from queuing theory known
as the equivalence property (also referred to as “Burke’s
theorem”), states that the steady state output rate of a
infinite-length M/M/s queue is equal to the input rate, λ,
whenever the sum of the s (identical) service rates exceed
this input rate (Burke 1956).  We extend this concept of
rate in = rate out to our more complicated network model
by applying it to each of the OD pairs in the network
simultaneously.

Our approach to determining the length of the start-up
period involves comparing the observed arrival and
departure rates of calls associated with each of the OD
pairs in the network.  The arrival rate of interest is the rate
at which calls are actually added to each OD pair, rather
than the rate at which calls arrive to the network, because
of the balking which may occur due to limited link
capacity.  The departure rate is the overall rate of departur
from a given OD pair.  If, for each OD pair, the difference
between these arrival and departure rates is no
significantly different from zero, then we can be fairly
confident that the system is close to exhibiting steady state
behavior.  If, however, there exist OD pairs for which there
is a significant difference between these two rates, then we
consider that the transition behavior of the system is still
evolving towards steady state.

There are several methods by which we may make the
comparison between the arrival and departure rates of th
different OD pairs; our chosen approach provides good
results while avoiding excessive computation.  Let t
represent the length of time over which the empirical data
will be collected, let xij be the total number of arrivals over
time t (for OD pair j and in simulation replication i) and let
yij be the corresponding total number of departures ove
time t (for OD pair j and in simulation replication i).  We
may then represent the empirical arrival rate of calls to OD
pair j, during simulation replication i, by aij = xij/t, and the
corresponding empirical departure rate by dij = yij/t.  Dij =
(aij-dij) then represents the observed difference between th
arrival and departure rates.

Letting n represent the number of replications in the
experiment and m the number of OD pairs in the network,
we have
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the associated standard deviation.  We may then define

{ }   DS  min arg*j jj
1..mj=

=
    

(3)

to be the index of the OD pair with the smallest coefficie
of variation in absolute value.

If a 100(1-α)% confidence interval for OD pair j*
contains the origin, then the corresponding 100(1-α)%
confidence interval for each of the other OD pairs will al
contain the origin, and we may say that the me
difference between rates is not significantly different fro
zero at an m⋅⋅⋅⋅α confidence level (H0:  E[Dj* ] = 0) and thus,
as suggested above, the network is in steady state wi
confidence level of m⋅⋅⋅⋅α.  If, however, the confidence
664
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interval for OD pair j* does not include the origin, we
claim that the network has not yet achieved steady-stat
(H1:  the network is not in steady-state), and additional
warm-up time is needed.

4 EMPIRICAL RESULTS

Table 1 examines the behavior of four representative 3
node networks with varying arrival and departure rates and
various link capacities, and under the control of different
types of policies.  The statistical results provided are base
on simulation experiments of 100 replications apiece.  For
each example, we looked at start-up periods of differen
lengths and calculated the mean difference between th
empirical arrival and departure rates for each OD pair.  We
collected the empirical data over different periods of time
to try to determine what effect this might have on the
results.  In general, however, collection time appears to
have little effect and very limited amounts of data are still
able to identify the underlying system behavior.
Table 1: Warm-up Period Testing

routing
scheme

arrival
rates
(/sec)

departure
rates
(/sec)

link
capacity

start-up
length
(secs)

Collection
length
(secs)

mean
difference

(OD pair j*)

sigma of
difference

(OD pair j*)

  95%
LCL

  95%
UCL

direct (5,5,5) 1 4 0 1 2.79 1.018 2.528 3.052

direct (5,5,5) 1 4 0 100 0.03 0.009 0.030 0.034

direct (5,5,5) 1 4 10 11 -0.02 1.333 -0.363 0.323

direct (5,5,5) 1 4 10 100 0.002 0.015 -0.002 0.005

direct (8,3,1) 1 4 0 1 3.42 0.727 3.233 3.607

direct (8,3,1) 1 4 0 100 0.04 0.006 0.036 0.039

direct (8,3,1) 1 4 10 11 -0.07 1.320 -0.410 0.270

direct (8,3,1) 1 4 10 100 -0.0007 0.017 -0.005 0.004

direct (5,5,5) 0.1 4 0 1 3.62 0.663 3.449 3.791

direct (5,5,5) 0.1 4 1 2 0.75 1.086 0.470 1.030

direct (5,5,5) 0.1 4 10 11 -0.01 0.266 -0.078 0.058

direct (5,5,5) 0.1 20 0 1 4.97 2.115 4.425 5.515

direct (5,5,5) 0.1 20 3 4 3.13 2.273 2.545 3.715

direct (5,5,5) 0.1 20 4 5 2.2 2.270 1.615 2.785

direct (5,5,5) 0.1 20 10 11 -0.25 2.129 -0.798 0.298

LLR (5,5,5) 1 4 1 2 0.43 1.552 0.030 0.830

LLR (5,5,5) 0.1 20 1 2 5.28 2.151 4.726 5.834

LLR (5,5,5) 0.1 20 3 4 3.32 2.274 2.734 3.906

LLR (5,5,5) 0.1 20 4 5 2.48 2.830 1.751 3.209

(Shaded rows imply that the process is not in steady state)
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5 CONCLUSIONS

We have proposed a simple technique for determini
when a simulation of a standard telephone network rout
process has reached a stochastic steady state.  
approach may also be useful in other types of queue
situations, when there is uncertainty involved with th
analytic calculation of arrival and/or departure rates, b
for which a good representative simulation is availab
The approach is particularly appropriate for situations 
which there is a lack of problem-specific information o
which involve complex interactions between arrivin
entities.
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