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ABSTRACT 

Distributed simulation based on the High Level Architec-
ture standard is adopted to realize the simulation of a bor-
derless fab that involves two wafer fabs located in close 
proximity. The two fabs pool together their resources for 
capacity sharing. To demonstrate the benefits of this con-
cept, experiments were conducted to measure the cycle 
time changes resulting from introduction of an additional 
product into either one of the fabs. In the case without 
cross fab material flow, the capacity of each fab alone is 
not sufficient to handle the increasing release rate of the 
new product as bottleneck machines surface. However, for 
the cross fab case where the front-end of the new product’s 
process is done in the first fab, while the back-end in the 
second, it is possible to avoid the bottleneck situation. As a 
result, the two fabs are able to increase their aggregated 
capacity without investing in new equipment. 

1 INTRODUCTION 

Semiconductor manufacturing operations face three funda-
mental drivers of change: cost per function, speed of deliv-
ery, and profitability. Cost per function improvements (the 
result of “Moore’s law”) are fundamentally technology 
driven, achieved by making smaller features on bigger wa-
fers with better yields. Speed of delivery is the result of both 
technology and market forces, where the ability to design 
products faster enables more product innovation and greater 
access to the market “sweet spot” (see, e.g., (Leachman et al. 

  
  
1999) on the value of speed to market). Shareholders de-
mand acceptable returns, requiring competitive products de-
livered to customers at competitive costs. 

Together, these three drivers are dramatically altering 
the landscape for semiconductor manufacturing operations. 
Complexity is increasing rapidly—greater product com-
plexity (more masks, more materials, more process steps), 
and more products with shorter lifecycles and faster 
ramps—at the same time capital cost of factories is stretch-
ing toward $3.5 billion. The cost of factories, the optimum 
scale of operation, and the search for high asset utilization 
creates opportunities for foundries and contract manufac-
turers, transforming integrated command-and-control of 
supply chains into distributed negotiate-and-compromise in 
complex supply networks. 

As features become smaller and wafers become larger, 
a single bottleneck process represents a larger increment of 
device capacity. Fine-tuning fab capacity becomes more 
difficult, and the impacts of bottleneck process failure or 
sudden changes in product mix are magnified. Foundries 
provide access to capacity, perhaps with cost and speed 
penalties. The basic research question is “How can we es-
tablish a strategic plan for in-sourcing and out-sourcing, 
and how can we manage the transition of products between 
sources?” Especially in an environment of product prolif-
eration, extremely competitive markets, and volatile global 
economies, these are quite difficult questions to answer.  

For wafer fabs in particular, as mentioned above, a 
major difficulty is the high capital cost. Also, because of 
the upstream position in the supply network for electronics 
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products the effects of the “bullwhip” effect are more ap-
parent and the ability to react to demand changes is more 
important. Efficient capacity management in between wa-
fer fabs is most critical in addressing these difficulties. 

There also is the more prosaic problem of coordinating 
operations to achieve capacity sharing, as in (Lee 2002) 
and (Weng 1998). For the situation in which several wafer 
fabs are located within reasonable proximity, and are will-
ing to pool some fraction of capacity, there is the basic 
question of deciding when and how to realize a “borderless 
fab” through exploitation of capacity pooling. There al-
ready are examples of products being moved between fa-
cilities for non-lithographic processes. This problem is es-
pecially interesting when the fabs do not want to share 
detailed information about plans and schedules of products 
not involved in capacity pooling. 

Many semiconductor manufacturers have more than one 
fab qualified to produce a given semiconductor device (IC). 
In addition to these options, outsourcing to one or more 
foundries is increasingly a feasible option. This leads to the 
need for two types of decisions concerning these facilities. 

The first decision includes how to allocate work to pro-
duction segments or resource groups. This decision is la-
belled in the literature as mid-term or aggregate Production 
Planning (PP) (Stadler and Kilger 2002). It is essentially 
very similar to the long-term Master Planning. However, 
rather than the whole Supply Network, only the production 
processes of a single echelon are considered. The planning 
tasks tackled are, e.g., the allocation of production quantities 
(of product groups) to the production segments (fabs), pro-
duction smoothing (by means of subcontracting, seasonal 
inventory, back-logging or external purchasing), and aggre-
gate lot-sizing for groups of final items. 

The second decision arises when there is an unex-
pected disturbance that puts one of these facilities signifi-
cantly behind in its commitments. In this case, the com-
pany may decide to “cross site” wafers between fabs, by 
moving partially completed wafers from one fab to an-
other. Both of these decisions require sharing data and in-
formation between the facilities. 

2 DISTRIBUTED SIMULATION TESTBED 

A “borderless fab” is a large and complex dynamic system, 
with many sources of uncertainty, and aspects that simply 
cannot be modeled analytically. Currently, the most prom-
ising approach for developing understanding, theory and 
methods for analyzing such systems is to study simulations 
of them. In this kind of research, achieving high fidelity 
simulation is more important than achieving fast run times. 

For systems as large and complex as a “borderless 
fab”, distributed (or federated) simulation is the only real-
istic approach to model development and model mainte-
nance (and also is a more accurate representation of reality) 
for the following reasons: 

 
1. Maintaining a representation of several fabs in 

one single model would be complex and difficult 
to handle.  

2. Since the individual simulation models could also 
be used for online-scheduling purposes in the 
respective fabs, they need to be maintained locally 
in the fabs.  

3. Running the simulation in a distributed “Plug & 
Play” environment will enable (a) subsequent 
incorporation of planning procedures into the 
simulation that will further enhance the quality of 
the model representation and the range of 
experiments that can be conducted, and (b) 
subsequent extension of the simulation to 
downstream nodes of the supply chain (assembly 
& test) and optimization of the coordination 
mechanisms between wafer fab and assembly & 
test, with the flexibility of integrating an assembly 
& test model based on any simulation software 
that is compliant with the synchronization 
middleware, but without having to share sensitive 
information in one single simulation model. 

 
Consequently, an important component of research in 

this area is the development of a distributed simulation 
testbed necessary to test and evaluate the theories and 
methodologies that result from work on the identified inte-
gration problems. We are using the High Level Architec-
ture (HLA) as the mechanism for integrating federates rep-
resenting supply network operations and decision-making 
(DMSO, 2004), (Lutz, 1998). Currently, the HLA (IEEE 
standard 1516) is emerging as a standard for Plug & Play 
of simulation-based decision support components for 
manufacturing and logistics systems. It is driven by the 
HLA Commercial Simulation Package Integration Forum 
(HLA-CSPIF, http://www.cspif.com/) which is 
co-founded by Singapore Institute of Manufacturing Tech-
nology (SIMTech) and endorsed by the Simulation Inter-
operation Standards Organization (SISO). 

Earlier work by Georgia Tech and SIMTech has demon-
strated the technical feasibility of distributed supply chain 
simulation in the context of semiconductor manufacturing 
(Lendermann et al. 2003a). For a totally integrated testbed, 
the best way to achieve an optimal representation of the cus-
tomer order management and scheduling processes in a simu-
lation testbed is to incorporate and reuse the corresponding 
software applications within the simulation by wrapping 
them as HLA federates (Lendermann et al. 2003b). 

Although we have already identified a way to make a 
commercial simulation package such as AutoSched AP 
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compliant with the HLA through a middleware that is able to 
transfer and manage the synchronization messages between 
the simulation package and the Runtime Infrastructure of the 
HLA and does not require any modifications within the 
simulation packages, we used SIMTech’s existing C++ 
waferfab simulator for the purposes of this project. Two 
instances of this simulator, based on the industry datasets 
were connected through the HLA-RTI. 

3 BORDERLESS FAB ANALYSIS 

To demonstrate the benefits of the borderless fab and the 
use of the HLA-RTI to enable seamless integration of 
simulation models, a case study comprising  two wafer 
fabs was conducted. 

3.1 Simulation Model 

The two wafer fabs modeled for have similar capabilities 
of producing ten wafer product types (0.35 micro technol-
ogy logic devices and antifuse gate devices) but their ca-
pacities are different. The process flows of the wafer prod-
ucts considered range from 200 to 300 steps. There are a 
total of 73 machine sets modeled, including wet benches, 
furnaces, steppers, implanters and metrology tools. The 
downtime behavior of each machine set is also modeled. 

The need to route wafer lots from one fab to another can 
be triggered by two conditions: 1) unavailability of resources 
due to a resource breakdown, 2) insufficient capacity in one 
fab while appropriate resources are available in the other fab. 
Lots are accumulated before routing. Rerouted lots can either 
continue in the destination fab or be moved back to the origi-
nal fab once processing by certain resources is completed, 
depending on which option is more cost effective. Due to the 
close proximity of the two fabs considered in this study, time 
to transfer lots from one fab to another has been capped at an 
hour, including handling time and transportation delays. 

3.2 Scenarios 

For the following scenarios whereby the two fabs are 
manufacturing 9 types of products out of 10, the simulation 
testbed is used to measure the impact of introducing the 
tenth product (known as Product X hereafter) on the fabs’ 
current production levels. Three particular scenarios were 
studied: 1) First Fab - introducing Product X to the first fab 
only, 2) Second Fab - introducing Product X to the second 
fab only, and 3) Cross Fab - introducing Product X to the 
first fab, and reroute Product X to the second fab when 
Product X reaches an inspection step in the middle of its 
process flow (Step 117). In these three scenarios, loading 
of Product X is increased until the fabs’ capacity threshold 
has been reached. In Scenario 3, four lots are accumulated 
before moving to the second fab. This helps to fill up fur-
naces in the second fab for better utilization. 
3.3 Experimental Results 

The experimental results obtained here are for a simulation 
run length of 2 years, having each fab running on separate 
computers, communicating through the HLA-RTI. Product 
X was first released to the fabs based on a release interval 
of 50 hours per lot. The release interval is then reduced by 
a factor of 1.5, 2.0, 2.5, 3.0, 3.5, and 4.0. As observed in 
Figure 1, the capacity of the first fab and the second fab on 
its own is insufficient to handle the loading of Product X. 
The cycle time of Product X increases from 12 to 21 days 
for the first fab, and from 10 to 14 days for the second fab 
as the release interval is reduced. However, if we allow 
Product X to cross fab, the cycle time decreases from 13 to 
10 days. This is due to the fact that the reduced release in-
terval has also reduced the time that is required to accumu-
late four lots need prior to routing to the second fab. 
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Figure 1: Effects of Cross Fab Production for Product X 

 
Figures 2 and 3 show the cycle time of the other 9 

products for the First Fab and Second Fab scenarios, re-
spectively. It is apparent from these figures that the intro-
duction of Product X to the first fab and second fab (stand-
alone basis) has breached the capacity threshold of both 
fabs. As the release interval for Product X is reduced, the 
cycle time of all 9 products increase significantly. How-
ever, the cycle time of the 9 products remain unchanged in 
the Cross Fab scenario.  

This can be explained by referring to Figure 4 and 5. 
When Product X is introduced to the first fab alone, it cre-
ates a bottleneck at Furnace A (used at Step 192). The av-
erage waiting time at the furnace increases from 1 day to 8 
days. On the other hand, when Product X is introduced to 
the second fab alone, it creates a bottleneck at Furnace B 
(used at Steps 5, 17, 24, 42, and 56). The average waiting 
time at the furnace increases from 4 minutes to 16 minutes. 
In the cross fab scenario, we reroute the lots of Product X 
at Step 117 (after inspection) in the first fab thereby avoid-
ing the creation of bottlenecks at Furnace A. Similarly, 
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Figure 2: Effects of Product X Introduction on Other 
Products in the First Fab Scenario 
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Figure 3: Effects of Product X Introduction on Other 
Products in the Second Fab 

 
Product X is only introduced to the second fab after Step 
117 which again avoids creation of bottlenecks at Furnace 
B. The findings clearly demonstrate that the cross fab sce-
nario is more suitable to handle the introduction of Product 
X into the manufacturing process. 

4 TIME MANAGEMENT ISSUES 

Realization of this Plug & Play simulation also involves in-
vestigation of new time management mechanisms to account 
for the need for aperiodic synchronization of simulation 
models to portray the material flow scenarios. Material 
flows from one fab to another are represented by a time 
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Figure 4: Effects of Cross Fab Production on Waiting 
Time (Bottleneck Furnace A at First Fab 
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Figure 5: Effects of Cross Fab Production on Waiting 
Time (Bottleneck Furnace B at the Second Fab 

 
stamp-order interaction, which incorporates information 
such as the product type, the process flow the product fol-
lows, the step the lot will continue on in the destination 
fab, the name of the destination fab and the quantity of the 
lot. The material flow interaction is sent only when four 
lots are accumulated, based on the scenario presented ear-
lier. This means that the time at which the interaction is 
sent cannot be determined in advance. This introduces a 
constraint to which the fabs can advance their time as we 
cannot be sure which event of the simulation can trigger an 
interaction. Consequently, the safest way to advance the 
time of the fabs would be to request for time advance per-
mission from the RTI for every event that the fab is simu-
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lating. This restricts the simulation progress unnecessarily 
and in turn worsens the execution time of the simulation. 

To overcome this problem, we first need to narrow 
down the events that potentially can trigger external 
events. We called them potential events hereafter. With 
this knowledge, we can attempt to advance the time of the 
fab up to the time that these potential events are triggered. 
This helps to reduce the number of time advance requests 
to the RTI. Based on the simulation scenario of this study, 
an interaction will only be sent when a lot arrives at a step 
that will reroute the lot to the second fab. We define the lot 
arrival to this step as the potential event type. Whenever 
such an event exists in the event list, we will attempt to ad-
vance the time of the fab up to the timestamp of this event. 
When such an vent does not exist, we revert to a time-step 
approach. The time of the fab is advanced with a time step 
of ts where ts is the smallest time interval in which a poten-
tial event can be triggered. With this approach, we manage 
to relax the synchronization constraint of simulation and 
improves the execution time of the simulation by approxi-
mately 5 times, compared to the case in which time ad-
vance is requested for each event of the fab. The execution 
time achieved using this mechanism is approximately in 
the range of 10 to 15 minutes for two years of simulation 
time, depending on the scenario being simulated.  

5 CONCLUSIONS AND FUTURE WORK 

Through distributed simulation, the case study illustrated 
the benefit of capacity pooling between two wafer fabs 
with similar manufacturing operations. The simulation 
models of each fab were executed on a separate computer 
and communicated through the RTI. This simulation can 
be used to evaluate various policy of triggering lot rerout-
ing or to study trade-off of sharing capacity with different 
fabs. Questions associated with the performance of the 
borderless fab can be answered using this simulation test-
bed. The simulation is not restricted to only two fabs as in 
the case study. It can be extended easily to include other 
simulation models that are HLA-compliant, through modi-
fication of the fab’s simulation object model (SOM). 

Some work still needs to be done to further explore the 
synchronization mechanism discussed in this paper. The 
mechanism is customized for the scenario that we were in-
vestigating in this case study. Generalizing the mechanism 
to handle different kind of simulation scenarios is crucial 
as different scenarios may introduce different synchroniza-
tion constraints to the simulation. 
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