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ABSTRACT 

Sequential Monte Carlo (SMC) methods have shown their effectiveness in data assimilation for wildfire 
simulation; however, when errors of wildfire simulation models are extremely large or rare events hap-
pen, the current SMC methods have limited impacts on improving the simulation results. The major prob-
lem lies in the proposal distribution that is commonly chosen as the system transition prior in order to 
avoid difficulties in importance weight updating. In this article, we propose a more effective proposal dis-
tribution by taking advantage of information contained in sensor data , and also present a method to solve 
the problem in weight updating. Experimental results demonstrate that a SMC method with this proposal 
distribution significantly improves wildfire simulation results when the one with a system transition prior 
proposal fails. 

1 INTRODUCTION 

Assimilating observation data into simulation models of complex systems is an effective method to im-
prove simulation results. For most of complex systems, their infinite states, non-Gaussianity or non-
linearity excludes the usage of optimal tools, such as Hidden Markov Models (HMM) or Kalman Filter 
(KF) based methods. Among the approximation tools, Sequential Monte Carlo (SMC) (Cappe, Godsill, 
and Moulines 2007; Doucet and Johansen 2011) methods have no assumption on involved distributions 
and transition functions; also, the computation load does not increase with time, and the system state es-
timation error decreases with  𝑂(1/𝑁), where N is the number of particles. With these features, SMC 
methods then become an effective and efficient data assimilation tool set and succeed in many applica-
tions, for example, Salamon and Feyen (2009), van Leeuwen (2010), and Matgen et al. (2010), and our 
previous work, wildfire data assimilation as in Xue, Gu, and Hu (2012). 
 In wildfire SMC data assimilation, the proposal distribution (also referred as “proposal” for short) is 
often set the same as the system transition distribution (also referred as “system prior”), as in the boot-
strap filer (Gordon, Salmond, and Smith 1993) and condensation filter (Isard and Blake 1998). This 
choice largely simplifies the weight updating; however, it limits the effectiveness of the data assimilation 
when a system prior is far away from the optimal proposal distribution. The density values of proposal 
distributions and system transition distributions are both needed to correct importance weights for a SMC 
method, and when choosing the transition distribution as the proposal distribution, they cancel each other; 
as a result, only likelihoods are needed in weight updating steps. Moreover, it is sometimes the only 
choice since a wildfire model is usually so complex that its analytical expressions are unknown, leading 
to difficulties to obtain density values from those distributions. The problem coming with using a system 
prior as a proposal is that observation data do not play roles in a sampling step, that is, a SMC method
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 loses the chance to use observation data to early generate particles with high likelihoods. When a real fire 
is largely different from a simulated result, this SMC data assimilation then fails. 
 In this work, we present a proposal distribution that sufficiently utilizes sensor readings in a sampling 
step, and is then much more effective than the system prior proposal. In this proposal distribution, a state 
is firstly generated from the system prior, and each sensor cluster then generates a local state for its moni-
tored area based on its readings and the system prior generated state. A final sample is combined from 
those generated states according to their confidence. In weight updating step, we employ kernel estima-
tion as in Rosenblatt (1956) to estimate the needed density values. Identical twin experiments are per-
formed to test the effectiveness of this proposed proposal distribution. 

2 RELATED WORK 

The optimal proposal distribution of a SMC method is identified in literature. It is the one minimizes the 
variance of importance weights as discussed in Cappe, Godsill, and Moulines (2007) and Doucet and 
Johansen (2011). According to the core algorithm of a SMC method, one can apparently see the following 
proposal minimize the importance weight variance, so it is the optimal proposal distribution: 
 𝑞!"# 𝑠!|𝑠!!!,𝑚! ∝ 𝑝 𝑠! 𝑠!!! 𝑝 𝑚! 𝑠! . (1)  

 If Equation (1) can be evaluated, a Markov Chain Monte Carlo (MCMC) method can be employed to 
draw samples from it like the “smoothing MH step” in van der Merwe et al. (2000), and “bootstrap filter 
with parameter regeneration” in Cappe, Godsill, and Moulines (2007). However, the large number of 
burn-in iterations becomes the weakness as stated in Godsill and Clapp (2001). In certain cases, it is even 
hard to know when a burn-in phase is finished. Although directly sampling from the optimal proposal dis-
tribution is often impossible, it sets the guideline of the design of proposal distributions.  
 The general methods to construct proposal distributions utilizing observation data are Kalman Filter 
based proposals. The extended Kalman Filter and unscented Kalman Filter are two typical choices for a 
SMC method as presented in De Freitas (2000) and van der Merwe et al. (2000). For each SMC particle, 
an extended or unscented Kalman Filter is maintained. In each sampling step of a SMC method, the Kal-
man Filter is first updated, and samples are then drawn from this filter in the SMC sampling step. Since 
the unscented Kalman Filter has relatively smaller errors than the extended Kalman Filter, it is often con-
sidered as a better choice than the other. However, in both of them, the proposal distribution is approxi-
mated by a Gaussian distribution, and this approximation is not always appropriate, especially in the con-
text of wildfire simulations where the optimal fire proposal distribution is usually with strong non-
Gaussianity. Even if a Gaussian approximation is sometimes acceptable, the Jacobians of extended Kal-
man Filter is hard to be obtained from a non-analytical wildfire simulation model; meanwhile, to update 
an unscented Kalman Filter proposal for one SMC particle, 2n+1 (n is the number of space dimensions) 
times of executions of a wildfire simulation are needed, and it is computationally not practical for wildfire 
simulations since the dimension is often super high and each execution consumes significant computing 
resources. 
 There are application-specific approaches presented in literature to construct proposal distribution by 
utilizing observation data. For video tracking problems, Pan and Schonfeld (2008) developed an algo-
rithm to choose variances for proposals, and Lao, Zhu, and Zheng (2009) used video measurement confi-
dence to adjust proposals; also, Zhai et al. (2009) employed multiple transition models and state partition 
to help construct proposals; Kyriakides, Morrell, and Papandreou-Suppappola (2008) incorporated motion 
constraints into proposals for multiple target tracking problems; Saha and Gustafsson (2012) utilized 
noise dependency to derive the optimal proposal for signal processing applications. 

In this work, we propose an effective proposal distribution for wildfire data assimilation; we also pro-
pose to use the kernel estimation method to solve the density value estimation problem in weight updating 
steps. Potentially, this method can be applied to other complex systems similar to wildfires. 
 

1939



Xue and Hu 
 

 

3 SMC BASED WILDFIRE DATA ASSIMILATION 

3.1 Sequential Monte Carlo Methods  

The goal of a Sequential Monte Carlo (SMC) method for filtering is to approximate 𝑝 𝑠! 𝑚!:!  for a dy-
namic-state model, in which the system states and their measurements are defined as: 

𝑠! = 𝑓(𝑠!!!, 𝑢!  ), 
𝑚! = 𝑔 𝑠! , 𝑣! , 

where 𝑠!!! is the system state at time  𝑡 − 1, 𝑠! is the system state at time  𝑡, 𝑚! is the measurement of 
𝑠!,  𝑓 is the system transition function,  𝑔 is the measurement function, and 𝑢!  and 𝑣! are random variables 
in  𝑓 and  𝑔. As a result, system states evolve with time, forming a sequence  {𝑠! , 𝑡 ∈ ℕ}, and for each ele-
ment of the state sequence there exists a measurement forming a measurement sequence 𝑚! , 𝑡 ∈ ℕ .  
 With the statistic kernel of    𝑢!, given  𝑠!!!, the next state 𝑠! then becomes a random variable and is 
described by a probability distribution (usually referred as system transition distribution): 

𝑝(𝑠!|𝑠!!!).  

 At the same time, with the statistic kernel of    𝑣!, 𝑚! is described as a probability distribution condi-
tioned on 𝑠! (usually referred as measurement distribution): 

𝑝(𝑚!|𝑠!).  

 When these two distributions are available, starting from an initial sample set of 𝑠! (usually drawn 
from  𝑞 𝑠!|  𝑚! ), a SMC method iteratively draws samples and updates their importance weights to ap-
proximate the posterior distribution following the Bayesian inference through Sequential Importance 
Sampling (SIS) algorithm: 
 𝑤! 𝑠! = 𝑤 𝑠!!!

! !! !!!! ! !! !!
! !!|!!!!,!!

,  (2)

 𝑤 𝑠! ≈ !! !!
!! !!

(!)!
!!!

.   

where  𝑤 is the normalized importance weight function,  𝑤’ is the unnormalized importance weight func-
tion, and 𝑞 𝑠!|𝑠!!!,𝑚!  is the proposal distribution. 
 To solve the sample degeneracy problem, the resampling step (Rubin 1988) is introduced to SIS as in 
Gordon, Salmond, and Smith (1993), and forms the Sequential Importance Sampling with Resampling 
(SISR) algorithm as shown in Algorithm 1. 
Algorithm 1 Sequential Importance Sampling with Resampling (SISR) for approximating 𝑝 𝑠! 𝑚!:!  
1. Initialization 
 Draw 𝑠!

(!) 1 ≤ 𝑖 ≤ 𝑁  from 𝑞 𝑠!|  𝑚! ; 
 Repeat for 𝑖 = 1  𝑡𝑜  𝑁 
  𝑤′ 𝑠!

!    ß !(!!)! !! !!
! !!|  !!

;  

Repeat for 𝑖 = 1  𝑡𝑜  𝑁 
  𝑤 𝑠!

! ß
!! !!

!

!! !!
!!

!!!
; 

2. Iterative Sampling, Weight Updating and Resampling 
 Repeat for 𝑗 = 1 to 𝑡 
  Repeat for 𝑖 = 1  𝑡𝑜  𝑁 
   Sampling (Prediction) 
    Draw 𝑠!

(!) from  𝑞 𝑠!|𝑠!!!,𝑚! ; 
   Weight Updating (Correction) 
    𝑤′ 𝑠!

!    ß𝑤 𝑠!!!
! ! !! !!!! ! !! !!

! !!|!!!! ,!!
; 

  Resampling (Selection) 

   Draw 𝑠!
(!) 1 ≤ 𝑖 ≤ 𝑁  from  

!! !!
(!)

!! !!
(!)!

!!!
𝛿(𝑠! − 𝑠!

(!))!
!!! ; 

   Set 𝑤 𝑠!
! = 1/𝑁 1 ≤ 𝑖 ≤ 𝑁   ; 

Return  <   𝑠!
! , 1 𝑁 > 1 ≤ 𝑖 ≤ 𝑁 . 
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3.2 The DEVS-FIRE Model 

The DEVS-FIRE model plays the role of system transition function (𝑓) in our wildfire data assimilation. 
It is a wildfire spread and suppression integrated model built on Discrete Event System Specification 
(DEVS) formalism (Zeigler, Kim, and Praehofer 2000). More details can be found in Hu, Sun, and 
Ntaimo (2012), and we only briefly introduce its wildfire spread modeling mechanism here. 
 A fire area is considered as a two-dimensional cellular automata consisting of rectangular fire cells 
whose dimensions depend on the resolution of GIS, fuel and terrain data. Each cell is coupled with its 
eight adjacent neighbors, and its fire spread behavior is modeled by the Rothermel model (Rothermel 
1972). Similar to Finney (1998), an elliptical decomposition method is used to calculate the spread rates 
towards the eight neighbor cells as shown in Figure 1. Given a fire state and environmental parameters, 
DEVS-FIRE predicts a fire state for a future time point: 

𝑓𝑖𝑟𝑒!!∆! = 𝐷𝐸𝑉𝑆𝐹𝐼𝑅𝐸(𝑓𝑖𝑟𝑒! , 𝜃! ,∆𝑡),  

where 𝑓𝑖𝑟𝑒! and 𝑓𝑖𝑟𝑒!!∆! are the fire states at time  𝑡 and 𝑡 + ∆𝑡, 𝜃! is a vector containing all the other 
model inputs (information of terrain, weather and so forth), ∆𝑡 is the time duration. 
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Figure 1: Fire spread decomposition of DEVS-FIRE. 

3.3 SMC Based DEVS-FIRE Data Assimilation 

Ground temperature sensors are assumed to be deployed in a real wildfire area. Considering their readings 
as measurements, and fire states as system states, a SMC method is then employed to improve the simula-
tion results by approximating  𝑝(𝑓𝑖𝑟𝑒!|𝑚!:!). When a set of sensor readings arrives, particles are updated 
through an iteration of Algorithm 1 as illustrated in Figure 2 (it comes from Xue, Gu, and Hu (2012)). 
Details of a bootstrap filter (a SMC method, where the proposal distribution is the same as the system 
transition distribution) based DEVS-FIRE data assimilation can be found in Xue, Gu, and Hu (2012), and 
its SMC data assimilation framework is the same as the one in this work.  
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Figure 2: Architecture of SMC based DEVS-FIRE data assimilation. 

 Given a fire state in DEVS-FIRE, and the locations of each temperature sensor (that is, the sensor de-
ployment schema), the reading of each sensor is modeled by a measurement function. When there is only 
one burning cell, the temperature on a sensor is 

𝑇 = 𝑇!𝑒
!!!

!! + 𝑇! , 
where  𝑇! is the temperature rise above ambient temperature of the fire cell;  𝑇! denotes the ambient tem-
perature;  𝑑 denotes the distance from the sensor to the burning cell;    𝜎 is a constant and is set to 50 (m) in 
our work. This model is based on the work of Mandel et al. (2008). A sensor temperature may be affected 
by multiple cells, and it records the highest temperature among the ones it receives. To compute  𝑇! for a 
burning cell, a formula from Van Wagner (1973, 1975) is used:  

𝑇! = 3.9𝐹𝐼
!
!/ℎ,  

where  𝐹𝐼 is the fireline intensity of the burning cell, and  ℎ is the height above ground. The fireline inten-
sity is calculated from DEVS-FIRE. 
 Given this measurement function, the temperature on each sensor can be calculated, indicated as  𝑚′!, 
and we model its difference to the real sensor readings (𝑚!) as a multivariate distribution: 

(𝑚′! −𝑚!)~𝑀𝑁(0,𝛴), 
where  𝑀𝑁(0,𝛴) is a multivariate Gaussian distribution with a zero mean vector and a covariance matrix 
𝛴. It can be rewritten into:  (𝑚!~𝑀𝑁(𝑚′! ,𝛴).The measurement density in the form of multivariate Gauss-
ian distribution is then given as:   

𝑝 𝑚! 𝑓𝑖𝑟𝑒! =
!"#  (!!! !

!
!!!!

!!!! !!
!!!! )

(!!)!!/!|!|!/!
.  

where 𝑛!   is the number of sensors. With this measurement distribution and a DEVS-FIRE based system 
transition model, if using a bootstrap filter, observation data of a wildfire can be assimilated to enhance 
the simulated prediction of a wildfire, but it suffers low performance in some cases, and we propose a 
more effective proposal distribution than the DEVS-FIRE based system transition distribution proposal.  

4 TEMPERATURE SENSOR READING ENHANCED PROPOSAL DISTRIBUTION 

As illustrated in Equation (1), the optimal proposal distribution is proportional to  𝑝 𝑠! 𝑠!!! 𝑝 𝑚! 𝑠! . 
Based on this fact, we propose a two-stage proposal distribution sampling algorithm: a sample is first 
drawn from a DEVS-FIRE based system transition distribution; then each sensor cluster generates a local 
state for its monitored area. Based on their confidence, a sample is finally combined from those states.  

4.1 The DEVS-FIRE Generated Fire States 

After the randomness of DEVS-FIRE parameters is modeled, a system transition distribution 
(𝑝 𝑓𝑖𝑟𝑒! 𝑓𝑖𝑟𝑒!!! ) is then constructed (for example, in Xue, Gu, and Hu (2012)), the randomness is 

1942



Xue and Hu 
 

 

modeled as a fire front noise). The first step of the proposed sampling algorithm is to draw a sample from 
this distribution. 
 In this work, to clearly illustrate the proposed method, we assume the randomness is only caused by 
the random move of wind speed and wind directions. Consequently, to sample a fire 
state  𝑓𝑖𝑟𝑒!

(!)  from  𝑝(𝑓𝑖𝑟𝑒!|𝑓𝑖𝑟𝑒!!!), we first draw samples for wind speed move and wind direction move 
as: 

𝑆𝑝𝑒𝑒𝑑𝑀𝑜𝑣𝑒~𝑁 𝑆𝑝𝑒𝑒𝑑!!!, 𝑣𝑎𝑟!"##$ , 
𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑀𝑜𝑣𝑒~𝑁(𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛!!!, 𝑣𝑎𝑟!"#$%&"'(), 

where N is the Gaussian distribution, 𝑆𝑝𝑒𝑒𝑑!!! and  𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛!!! are the wind speed and direction at 
time  𝑡 − 1, 𝑣𝑎𝑟!"##$ and 𝑣𝑎𝑟!"#$%&"'( are the variances of these two Gaussian distributions. With the 
samples of wind speed move and direction move, samples for wind speed and direction at time  𝑡 can be 
obtained, and  𝑓𝑖𝑟𝑒!

(!) is then calculated through the DEVS-FIRE model. 

4.2 Sensor Cluster Generated Local Fire States 

A sensor cluster is defined as the sensors having overlapped monitored area. Given a sensor cluster with 
temperature readings, we first choose a set of “hot” sensors that are the ones have a higher temperature 
than a predefined threshold  𝑇!!" and a set of “cool” sensors that have a temperature lower than a prede-
fined  𝑇!""#. Within a radius  𝑟!!", each “hot” sensor defines a round shape, their union defines the “hot” 
area of this sensor cluster; similarly, with  𝑟!""#, “cool” sensors define the “cool” area of the cluster. Sub-
tracting the “cool” area from the “hot” area, a possible fire area is then obtained.  
 We consider 𝑟!!" and 𝑟!""# as random variables, and draw samples from their distributions before the 
generation of possible fire areas. The mean of 𝑟!!" is proportional to the temperature of a sensor; the 
mean of  𝑟!""# is predefined.  
 To sample a fire state for the monitored area of a sensor cluster, both the possible fire area and the 
cool area are used. Given a possible fire area, each sensor ignites the intersection of its local hot area and 
the possible fire area. When igniting, the DEVS-FIRE generated system state plays an important role: if a 
sensor’s local possible fire area is not ignited in the DEVS-FIRE generated state, the sensor ignites all its 
local possible fire area; if the area has already been ignited, the sensor keeps it unchanged. Given a cool 
area, all the inside burning cells are turned off.  

 
Algorithm 2 Sensor enhanced proposal distribution sampling algorithm for wildfire data assimilation    
1. Sampling from DEVS-FIRE   
 Draw 𝑓𝑖𝑟𝑒′!

(!) from   𝑝(𝑓𝑖𝑟𝑒!|𝑓𝑖𝑟𝑒!!!); 
2. Sampling from sensors, and selecting local states 
 Repeat for each sensor cluster  𝑘 =1 to 𝑛!, and its monitored area   𝐷! 
 Separate 𝑓𝑖𝑟𝑒′!,  !!

(!) from 𝑓𝑖𝑟𝑒′!
(!) 

 Construct 𝑓𝑖𝑟𝑒′′!,  !!
(!) by igniting the possible fire area and turning off the cool area; 

 Draw 𝑓𝑖𝑟𝑒′′′!,  !!
(!) from   !!"#$!!"#$

!!"#!!!"#$!!"#$
𝛿(𝑓𝑖𝑟𝑒!,  !! − 𝑓𝑖𝑟𝑒′!,  !!

(!) ) + !!"#
!!"#!!!"#$!!"#$

𝛿(𝑓𝑖𝑟𝑒!,  !! − 𝑓𝑖𝑟𝑒′′!,  !!
(!) ); 

Return  𝑓𝑖𝑟𝑒!
(!)ß  {𝑓𝑖𝑟𝑒′′′!,  !!

(!)   }!!!
!!   ∪   𝑓𝑖𝑟𝑒′!,!!"!

(!) . (𝐷!"! is the area not monitored by sensors) 

 

4.3 Sensor Enhanced Proposal Distribution and Density Estimation 

Although the sensor cluster generated local fire states may be closer to the real fire than the DEVS-FIRE 
generated state, it is not always true especially when the fire model is accurate and the sensor readings are 
with large uncertainty. For the monitored area of each sensor cluster, we predefine a sensor confidence  
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 (a) The real 𝑓𝑖𝑟𝑒! (b) The sensor deployment 

   
 (c) A sample from the proposed proposal (d) A sample from the proposed proposal 

   
 (e) A sample from the system transition prior (f) A sample from the system transition prior 

Figure 3: Samples drawn from the sensor enhanced proposal distribution and system transition prior. (The 
real fire state is shown in (a), and the sensor deployment is shown in (b). (c) and (d) are samples from the 
proposed sensor enhanced proposal. (e) and (f) are samples from 𝑝 𝑓𝑖𝑟𝑒! 𝑓𝑖𝑟𝑒!!! . In (c)-(f), the real fire 
front is shown in blue, the fire front of the previous fire state is shown in black, the sampled fire front is 
shown in yellow, and sensors with temperatures are shown in red dots (the redder, the higher temperature 
they have)).  

 
𝑐!"# and a DEVS-FIRE confidence  𝑐!"#$!!"#$ , and the local state is chosen based on these confidence, 
that is, draw a sample from: 

!!"#$!!"#$
!!"#!!!"#$!!"#$

𝛿(𝑓𝑖𝑟𝑒!,! − 𝑓𝑖𝑟𝑒′!,!
(!) ) + !!"#

!!"#!!!"#$!!"#$
𝛿(𝑓𝑖𝑟𝑒!,! − 𝑓𝑖𝑟𝑒′′!,!

(!) ), 
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where D is a sensor cluster monitored area, 𝑓𝑖𝑟𝑒!,! is the local fire state on  𝐷, 𝑓𝑖𝑟𝑒′!,!
(!)  is the DEVS-FIRE 

generated local fire state, and 𝑓𝑖𝑟𝑒′′!,!
(!)  is the sensor cluster generated local fire state. The sampling algo-

rithm is summarized in Algorithm 2. In Figure 3, an example of this proposal distribution is shown; for 
comparison, system transition proposal (the proposal of the bootstrap filter) results are also displayed. 

When updating importance weights through Equation (2), the density values of both the system tran-
sition prior and the proposed proposal distribution are needed. Although we do not have the analytical ex-
pressions of these distributions, their sampling algorithm are available, so we employ the kernel estima-
tion method (Rosenblatt 1956), that is, when estimating, we draw M extra samples ({𝑓𝑖𝑟𝑒!}!!!! ) through 
these sampling algorithms, and apply the kernel function estimation to approximate those densities: 

𝑝 𝑓𝑖𝑟𝑒 = !
!!

𝐾(!"#$!!"#$!
!

)!
!!! . 

5 EXPERIMENTAL RESULTS 

5.1 Settings 

We employ the identical twin paradigm to perform the wildfire simulation data assimilate experiments. In 
each experiment, we choose a DEVS-FIRE simulation as the “real” system, and another DEVS-FIRE 
simulation with added errors as the “simulated” system. We assimilate data from the “real” system to the 
“simulated” system to illustrate the effectiveness of data assimilation methods. 
 We prepare two cases as listed in Table 1 to apply SMC data assimilation. In each case, we perform 
an experiment using the system transition prior as the proposal distribution (it is then a bootstrap filter), 
and one using the proposed method as the proposal distribution. The errors of the “simulated” system are 
in wind speed, wind direction, and ignitions. In Case 1, there is a significant wind direction error and a 
moderate wind speed error; in Case 2, other than the moderate wind speed and direction errors, a rare 
event happens: in the “real” system, the cell (100, 150) is ignited at 4800s.  

Table 1: Settings of “real” and “simulated” fire systems for identical twin experiments. 

 “Real” System  “Simulated” System  
Case 1 Wind: 5m/s, 125 degrees 

 
Wind: 4m/s, 305 degrees 

Case 2 Wind: 5m/s, 125 degrees; a new igni-
tion (100, 150) added at 4800s  

Wind: 6m/s, 105 degrees 

 
 The fire cell space dimension is 200×200 and the cell size is 15 (m). The airborne LiDAR (Light De-
tection and Ranging) (Wagner et al. 2004) raster-based terrain data are used as the GIS data. The fuel data 
were obtained from a multispectral QuickBird (DigitalGlobal) image (Muge et al. 2008). Those data were 
acquired from Huntsville area, Texas, during the leaf-off season in March 2004 by M7 Visual Intelligence 
of Houston, Texas. 
 We define the error as the number of mismatched cells of two fire states (That is, the cells with the 
same coordinates but not both in the same state as unburned, burning or burned). Other settings are as 
follows: initial ignition point is at (120, 18); in the measurement distribution, sensor readings are consid-
ered as independent and with a standard deviation of 200; when sampling,  𝑣𝑎𝑟!"##$ = 1,  𝑣𝑎𝑟!"#$%&"'( =
15,  𝑇!!" = 150,  𝑇!""# = 20,  𝑐!"#$!!"#$ = 0.8, and each 𝑐!"# = 0.8; the simulation length is 3 hours; 
the data assimilation interval is 1200 seconds; 1000 sensors randomly deployed in the whole fire area. 
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5.2 Experimental Results 

Sensor reading data are then assimilated from the “real” fire to the “simulated” fire for each case using 
SMC methods with the two different proposal distributions. We refer to the bootstrap experiments as 
“System Prior SMC”, and the one with our proposed method as “Sensor Enhanced SMC”. 
 In Case 1, the wind direction of the simulated fire is largely wrong, so the simulated fire spreads to a 
fully wrong direction as in Figure 4: the simulated fire front (in red) goes to Southeast, and the real fire 
front (in blue) goes to Northwest. In this situation, System Prior SMC fails to approach the real fire as the 
result in Figure 4(a), it just limits the growth of the fire, but does not provide a good approximation of the 
real fire. At the same time, Sensor Enhanced SMC still works as the results shown in Figure 4(b), and it 
still generally keeps track of the real fire. Moreover, from Figure 5, it can be seen that the Sensor En-
hanced SMC filtered fire always has much smaller errors than the one of System Prior SMC.  
 Case 2 is an example of rare events. At 4800s a new fire is ignited at (100, 150), this kind of new fire 
could happen but with a low probability. When it happens, even if the simulation model is generally accu-
rate, the simulation will still fail by a large chance. As shown in Figure 6, with a rare event (the new ig-
nited fire), System Prior SMC only keeps track of the initial fire, but have no prediction on the new fire. 
 On the contrary, the filtered fire of Sensor Enhanced SMC generates a separated fire approximately 
covering the new fire. From Figure 7, one can observe that, after 7200s (when the size of the new fire be-
comes significant), Sensor Enhanced SMC has much better results than System Prior SMC. 
    

   
Figure 4:Results of Case 1: the left one is the results of System Prior SMC (b) the right one is the results 
of Sensor Enhanced SMC. (The SMC filtered fire front is in yellow; the real fire front is in blue; the simu-
lated fire front is in red). 

 

 
Figure 5: Error comparison of Case 1. 
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Figure 6: Results of Case 2: the left one is the results of System Prior SMC (b) the right one is the results 
of Sensor Enhanced SMC. (The SMC filtered fire front is in yellow; the real fire front is in blue; the simu-
lated fire front is in red). 

 
Figure 7: Error comparison of Case 2. 

6 CONCLUSION 

In this article, we present an effective proposal distribution for SMC based wildfire data assimilation. In 
the sampling step, each sensor monitored area generates two local states: one from the wildfire simulation 
model, and one from the sensor readings. With the early utilization of sensor information, the proposed 
method achieves significant better experimental results than a bootstrap filter. This method can be poten-
tially generalized to apply to other complex simulation models. 

In the current sensor enhanced sampling algorithm, the confidence of sensor based state and the one 
of model based state are predefined. Generic methods may be developed to automatically generate them. 
When updating weights, the kernel estimation method generates approximations of real densities, and its 
impact on the data assimilation results may be explored in the future. 
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