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ABSTRACT
In this study, we present a method to predict whether a patient seeking admission to the neurosurgery ward of a large public tertiary care hospital in north India receives admission within a prespecified duration. The prediction needs to be made at the time the patient is seeking admission at the ward, so that they can then decide whether to wait for admission into the neurosurgery ward or seek care elsewhere. We accomplish this by simulating the admission and patient stay processes at the neurosurgery ward, and use the simulation to generate data to train machine learning algorithms to predict whether the patient is admitted as a function of the state of the simulation at the time the patient is seeking admission at the ward. With ensemble tree classifiers, we achieve generalization area under the curve scores of 95% for all patients taken together and between 80-95% depending upon patient subtype.

1 INTRODUCTION
Large urban public tertiary care hospitals in India typically face substantially more demand than their available capacity. This occurs because of the perception of inconsistent quality of care at other public facilities, especially in semi-urban and rural India, leading patients to seek care at public hospitals in large urban (metropolitan) areas. For example, at large public hospitals in New Delhi (the Indian capital), the wait times for elective surgeries (e.g., tumour resections) range from six months to multiple years (Hindustan Times 2017; Times of India 2017). Given these wait times, and the lack of affordability of more expensive private hospitals for a majority of Indian patients (Sriram 2018), patients often elect to wait for admission to these public hospitals. Therefore, a first step towards alleviating this situation would involve providing these patients, at the time they present seeking admission, with information regarding whether they will be admitted within a certain time duration (e.g., 60 days) so that they can make an informed decision regarding whether to wait or seek care elsewhere. Further, providing real-time information about waiting times appears to improve customer experience (Hui and Tse 1996; Ibrahim 2018; Hu et al. 2018). In this paper, we consider estimation of admissions outcomes for patients seeking admission at the neurosurgery ward (for conduct of their surgeries) of a prominent public hospital in India.

The aim of this paper is to present a method, using a combination of discrete-event simulation and machine learning, to predict the following: (a) whether a patient will be admitted into the neurosurgery ward within a prespecified duration, and (b) for patients predicted to receive admission within this prespecified duration, the delay experienced by the patient before admission. These predictions are made at the time a patient presents at the neurosurgery ward seeking admission, as a function of the state of the ward at this time. Such real-time delay predictions at the point at which the patient arrives in the system are typically done
using analytical delay predictors for mathematically tractable queueing systems, or by adopting data-driven approaches wherein data logs for the queueing system are used with machine learning methods to generate the delay predictions (Ibrahim 2018). However, in the case of the neurosurgery ward under consideration, the admissions process and hence the queueing discipline is complex, and the admissions data maintained by the hospital administration does not capture sufficient information (e.g., state of the ward at the time of arrival of each patient seeking admission) to generate accurate delay predictions. Hence, we develop the approach below for generating these delay predictions:

1. Develop a discrete-event simulation (DES) of the admission and patient stay processes at the neurosurgery ward of a prominent Indian public hospital.
2. The DES is then used to record for each of, say, \( N \) patients in steady state (e.g., the \( j^{th} \) patient) the following:
   2.1 The state of the simulation (our definition of the system state is provided in section 3), and hence that of the neurosurgery ward, at the time they arrive in the system (denoted by \( S_j, S_j \in \mathbb{R}^d \)),
   2.2 Whether said patient is admitted within a prespecified duration \( T \) or not as a binary variable (i.e., \( L_j = 1 \) if patient \( j \) is admitted and 0 otherwise), and for admitted patients, the wait time before admission (\( W_{j(ad)} \in \mathbb{R} \)).
3. Construct training sets \((S, L)\) using data recorded for all \( N \) patients (2.1 above) and \((S_{ad}, W_{ad})\) using data recorded for admitted patients (2.2 above);
4. Train (and validate) machine learning methods \( f \) and \( f_{ad} \) on \((S, L)\) and \((S_{ad}, W_{ad})\), respectively;
5. Using the \( f \) and \( f_{ad} \) to generate predictions of \( L_j \) and \( W_{j(ad)} \) respectively for newly arriving patients. For example, for a new patient (patient \( k \)) presenting at the neurosurgery ward seeking admission at time \( t \), the state of the neurosurgery ward \( S_{k(t)} \) at time \( t \) can be recorded, and predictions for whether this patient is admitted within \( T \) time units are generated as \( \hat{L}_k = f(S_{k(t)}) \). If \( \hat{L}_k = 1 \), then the wait time for this patient before admission can be estimated as \( \hat{W}_{k(ad)} = f_{ad}(S_{k(t)}) \).

Note that for most machine learning algorithms (e.g., decision tree based classifiers), \( Pr(\hat{L}_j = 1) \) can be estimated easily by accessing classifier specific methods in their implementations.

The above method can be particularly useful in situations where a DES of the system may be developed or already available for the separate purpose of analysis of the system operations regardless of the delay prediction objective. Note that the DES itself can be used to determine the distribution of waiting times for patients (say, \( F(t) \)), from which the probability of the waiting time exceeding a certain threshold can be estimated. However, \( F(t) \) does not provide delay information specific to a patient arriving at a given time, and non-specific information regarding waiting times provided to a patient who may have to wait longer than the announced delay time has been shown to significantly worsen both patient and provider experiences (Moriah et al. 2011). Further, it has also been shown in previous work that delay predictors that use system state information, such as queue length based predictors, typically outperform predictors utilizing only queue history based predictors (Whitt 1999b; Armony and Maglaras 2004).

Previous work on real-time delay prediction has either involved approaches grounded in queuing theory, or more recently in empirical approaches using actual delay data from service systems (Ibrahim 2018). Our work also adopts an empirical machine learning approach towards delay prediction; however, the data generated for the machine learning approach is generated by a (simulated) representation of the neurosurgery queueing system. Our literature survey (section 2) did not yield a study that utilized a DES of the service system to generate the system state data required for a machine learning algorithm to predict delays. This can be used when the service system data does not capture all information required for adequately accurate delay prediction; in particular, for systems with a large number of servers with general service times, complex queueing disciplines (similar to the neurosurgery ward modelled in this study), it is unlikely that the system state at patient arrival (or at other times) will be completely captured by operations data. Thus, in such situations, our study provides a demonstration of the method of using simulations in conjunction with a data-driven machine learning approach for delay prediction.
with machine learning algorithms to predict whether a job will receive service or not and also the amount of time the job would have to wait prior to service.

2 Literature Review

Discrete-event simulations have been applied extensively to model healthcare delivery operations, and we refer readers to a comprehensive review summarizing work in this field (Zhang 2018). Here we focus on the literature in the field of delay prediction. We present key articles for delay prediction here; for a comprehensive discussion, we refer readers to a relatively recent review (Ibrahim 2018).

Approaches for the estimation of delays on a real-time basis typically are of two types: those grounded in queueing theory and models, or data-driven statistical learning approaches that make use of historical queue data for the system under consideration (Carmeli, Nitzan and Mandelbaum, Avishai and Yom-Tov, Galit 2017; Ibrahim 2018). The use of data-driven approaches is relatively recent (Balakrishna et al. 2008; Senderovich et al. 2015; Simaiakis and Balakrishnan 2016; Ang et al. 2016), with earlier approaches based on queueing models and analysis (Whitt 1999a; Nakibly 2002; Ibrahim and Whitt 2009a; Ibrahim and Whitt 2011a; Ibrahim et al. 2017). A few studies have attempted to develop a combined framework using both queueing-based estimators informed by analysis of real-world queue data. We briefly discuss both types of studies below.

Queueing theory based approaches have been used to estimate delays for a wide variety of systems, from the $M/M/s/r$ systems (Whitt 1999b) to $M(t)/GI/s(t) + GI$ systems (Ibrahim and Whitt 2011b), where the authors develop wait-time predictors for many-server systems with time-varying arrival rates and number of servers, and generally distributed abandonment times. Moderately loaded systems as well as systems operating under heavy traffic conditions (Ibrahim and Whitt 2009b) have been studied. A few studies have also focused on systems with multi-class customer arrivals (Nakibly 2002; Senderovich et al. 2015). Delay or wait-time predictors typically developed in these studies are versions of delay-history based predictors or queue-length based predictors. Delay-history based predictors, which use recent history of customer delays, include various versions of the wait-time elapsed for the customer at the head of the line (HOL), delay of the last customer to enter service (LES), etc. Queue-length based predictors use information regarding the system state, such as the number of customers in the queue at the time of arrival of the customer in question. As mentioned before, queue-length based predictors have been shown to outperform delay-history based predictors (Whitt 1999b; Armony and Maglaras 2004; Ibrahim and Whitt 2011b) as they utilize system state information in their predictions. Simulations have primarily been used in these studies to assess and verify the accuracies of analytical delay predictors.

The neurosurgery ward queueing system we simulate has 5 patient types and multiple (39) beds. Each patient type has exponential interarrival times, but generally distributed service times. We assume stationary interarrival and service times. We also assume that patients do not balk, but renge after a certain deterministic period of time that, for instance, can represent a significant deterioration in their health, depending upon the patient type. The patient types have priority ordering, and the admission algorithm we simulate is based upon the priority ordering as well as the state of the system. Finally, a subset of beds in the ward are reserved for a specific patient type. Thus the queueing system we simulate is not easily amenable to analytical modeling, and hence we develop a discrete-event simulation of the system.

We now discuss representative papers presenting data-driven approaches towards delay estimation. Balakrishna et al. (2008) develop a reinforcement learning model to predict airport takeoff delays. The model was trained using airport operational data. In a later paper, the same authors also develop a mathematical model calibrated using airport operational data for predicting queue delay (Simaiakis and Balakrishnan 2016). Senderovich et al. (2014) and Senderovich et al. (2015) mine queue log data to develop a customer transition system for predicting delay times, and enhance this approach by developing transition systems separately for system load levels identified via $k$-means clustering. The authors also use queue log mining to estimate both queueing history based as well as queue length based predictors of wait time, and thus their approach represents a hybrid of queuing theory as well as data-driven approaches.
Ang et al. (2016) develop an approach that combines statistical learning via lasso regression with queueing theory based fluid model estimators to predict hospital emergency department wait times. They train their statistical learning method on historical data from four hospitals. Bassamboo and Ibrahim (2020) develop a correlation-based approach to characterize the accuracy of delay announcements generated using different approaches, including a predictor trained across historical data from queueing systems.

All empirical approaches discussed above utilized historical queueing system data to train their delay predictors. On the other hand, our literature search did not identify a study that utilized a DES model of the complex queueing system under consideration to generate the system state data required to adequately train a statistical learning method for online delay prediction. We utilized this simulation approach because in addition to the neurosurgery ward being a complex queueing system, detailed data regarding system state was also not maintained by the ward. In such a situation, a DES model of the system, which may be developed to analyze the operations of the system regardless of the delay prediction objective, can be used to generate the data required for this objective. Our work provides a proof-of-concept of this approach.

3 Methodology

In section 3.1, we describe the development of the neurosurgery ward simulation, and in section 3.2, we describe the generation of system state data for training and using the machine learning methods.

3.1 Neurosurgery Ward Simulation Development

The neurosurgery (NS) department at our collaborating hospital broadly classifies patients into six types: glioma, cranial sick, spinal disease, patients to be treated as soon as their administrative processing is completed (abbreviated as ASAPC patients), routine care and day-care patients. These types are assigned in the descending order of priority assigned to them - that is, glioma patients have the highest priority for admission, followed by cranial sick patients, spinal disease patients, etc. Patients are admitted into the ward for neurological surgeries; that is, after admission, they are prepared for surgery over a certain time period, undergo the surgery, and are then discharged (or die) after a certain in-hospital recovery period.

The NS ward has approximately 40 beds. Four of these beds are usually reserved for glioma patients as the preferred operating theatre for these patients requires special equipment, and the number of glioma surgeries that are performed per week are such that a maximum of four glioma patients can be present in the ward at any point in time. Thus, as will be described later, the admission process for glioma patients forms a separate subsystem of its own - an $M/G/4 + D$ system (i.e., with deterministic reneging times). We do not consider day-care patients in our analysis because as the name indicates, they are admitted and discharged in a single day, and hence day-care cases are considered to be of a significantly lower priority given the severity and high load for other case types. Thus the NS ward administration limits the number of day-care cases in a day to one, and hence we assume that one bed in the ward is reserved for these cases.

For the remaining 35 beds and four patient types, a priority-based admission algorithm is followed.

Before we describe this algorithm, we note that due to clinical and administrative exigencies, this algorithm is not followed at the NS ward in an exact manner, and hence it represents an overarching admission policy than an algorithm implemented without deviation. Further, this algorithm has not been derived to be mathematically optimal in terms of admitting the maximum number of patients available, or maximizing provision of care to the most sick patients, or maximizing bed utilization. The algorithm has evolved such that a reasonable proportion of patients, as determined by the governing clinical staff, are admitted given the varying arrival rates, lengths of stay, and reneging thresholds of these patient types.

For these 35 beds, if the number of empty beds at any point in time exceeds 4, beds are allocated on a first-come first-served basis from the waitlist until the number of empty beds equals 4. At this point, the beds are allocated using the priority order: the first empty bed is allocated to a cranial sick patient, the next to a spinal disease patient and so on until a routine care patient is allocated a bed, after which the patient type to be allocated the next bed is reset to the top priority patient: a cranial sick patient. Note that
at steady state, because the arrival rate of patients is much higher than the rate at which patients leave the ward, encountering a system state with 4 empty beds is very unlikely. In such cases, the patient type to whom the bed was last allocated is recorded, and the next empty bed is allocated to the patient type with the next (lower) priority level. Further, we assume that if an empty bed is available, but the appropriate patient type is not present in the waitlist, then the empty bed is held unoccupied until said patient type arrives. While this may seem unrealistic, we make this assumption because in practice this algorithm may not be applied for all beds, and hence it is likely that at all times, a small number beds may be unavailable for admitting waitlisted patients via this algorithm. The admission algorithm is depicted in Figure 1 below.

---

Let priority level of patient type currently being considered for allocation be \( p \). Let patient type with top priority level be 0, and bottom-most priority level be \( p \).

1. if \( N \) beds become empty:
   a. if \( 0 < N \leq 4 \):
      i. While \( N > 0 \):
         1. Check whether waitlist is empty. If empty:
            a. Hold until arrival of next patient.
            b. Check whether priority of next arriving patient is \( p \).
               i. If yes:
                  1. Allocate bed. Set priority level = \( p + 1 \) if \( p + 1 > P \); set priority level = 0 and \( N = N - 1 \).
                  2. Go to \((1.a.i)\).
               ii. If no:
                  1. Add patient to waitlist.
                  2. Go to \((1.a.2)\).
      2. if waitlist is not empty:
         a. Check whether patient type with priority \( p \) exists in waitlist.
            i. If yes:
               1. Allocate bed. Set priority level = \( p + 1 \) if \( p + 1 > P \); set priority level = 0 and \( N = N - 1 \).
               2. Go to \((1.a.i)\).
            ii. If no:
               1. Hold until arrival of next patient.
               2. Repeat process \((1.a.i.1.b)\).
   b. if \( N > 4 \):
      i. if waitlist is empty:
         1. Allocate bed to next arriving patient. Set \( N = N - 1 \).
         2. Go to \((1)\).
      ii. if waitlist is not empty:
         1. Allocate bed to first patient at head of waitlist. Set \( N = N - 1 \).
         2. Go to \((1)\).
   c. if \( N = 0 \):
      i. Hold until \( N > 0 \).
      ii. if \( N > 0 \):
         1. Go to \((1)\).

---

**Figure 1:** Admission algorithm for non-glioma patients.

We now discuss the parameterization of the NS ward DES. The DES has two types of parameters: the rates of arrival of each patient type, and the lengths of stay. These parameters are estimated using non-identifiable admissions data provided by our collaborators from the neurosurgery department. The data provided consisted of the date at which patients arrived at the ward seeking admission, the dates at which they were admitted, their date of discharge and the patient type. However, for interarrival times, the data was not organized in a manner suitable to determining the best fit distribution to interarrival times using the dates of arrival. It appeared that data for patients was entered in batches - for example, in a month, patients appeared to arrive in batches on a few days (e.g., 6-7 days in a month), and hence it is unlikely that the data represents ‘true’ interarrival rates. Also, given that there was limited usable data (for each patient type, approximately 200-300 data points spread over 6-8 months), we were unable to fit discrete
distributions (e.g., Poisson) to the monthly arrival rates as well. Therefore, we assumed Poisson arrivals for each patient type, calculated the average monthly arrival rate for each patient type from the admissions data, and used the monthly arrival rates to calculate the mean interarrival times for the corresponding exponential distributions. Arrival rates for each patient type are provided in Table 1 along with the simulation outcomes (section 4).

Data regarding length of stay in the ward for each patient type was more amenable to statistical analysis, even if the size of the samples were limited. However, we found that lengths of stay varied widely and standard continuous distributions did not appear to fit the data well, evaluated by Kolmogorov-Smirnov goodness of fit tests. The histogram for the length of stay of ASAPC patients is presented below as an illustration (Figure 2a). Hence an empirical cumulative distribution function was fit to the length of stay data for each patient type, with lengths of stay sampled uniformly from the intervals corresponding to the histogram bins. The empirical CDFs for each patient type are depicted in Figure 2b, and the length of stay parameter estimates are listed in Table 1.
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(a) Frequency distribution of length of stay for ASAPC patients.

![CDFs](image2.png)

(b) Cumulative distribution functions for length of stay by patient type.

Figure 2: Estimation of length of stay in the neurosurgery ward by patient type.

<table>
<thead>
<tr>
<th>Patient Type</th>
<th>Mean length of stay</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glioma</td>
<td>15.12</td>
<td>7.37</td>
</tr>
<tr>
<td>Cranial</td>
<td>15.12</td>
<td>7.08</td>
</tr>
<tr>
<td>Spinal</td>
<td>16.86</td>
<td>6.91</td>
</tr>
<tr>
<td>ASAPC</td>
<td>12.24</td>
<td>4.27</td>
</tr>
<tr>
<td>Routine</td>
<td>9.95</td>
<td>7.46</td>
</tr>
</tbody>
</table>

Once the above sets of parameters are estimated, we then run the simulation to generate data for the classification process. We describe this process now.

### 3.2 Training Dataset Generation and Classification

The simulation was programmed in Python using the Salabim and the SimPy packages. The simulation is run for a period for 2500 days of ward operation for generation of training data for the classification process. The simulation was run on a computer with a quad-core Intel i5 1.8 GHZ processor and 8 GB RAM. The 2500 day simulation requires approximately 6 hours for recording and generating the system.
state data. Based on our computational experiments, the first 10% of the simulation time was treated as the warm-up period, and to maintain a conservative approach, we also deleted data from the last 10% of simulation time to ensure we collected system state data only from the steady state operation of the NS ward. We describe the standard simulation outcomes (e.g., average time on the waitlist for those who are admitted, average proportion of patients admitted) in the following section. We now describe the dataset collected from the simulation.

For each patient entering the simulation, we record the following information at their time of arrival into the system. The number of features corresponding to each system state information type is indicated in parentheses next to the type description.

- The type of the patient, coded from 0 to 4 in decreasing order of priority as described in the previous subsection (1);
- The number of empty beds among the 35 beds available for patient types other glioma (1);
- The number of beds occupied by each patient type at the current time (5);
- The patient type currently holding priority for allocation, per the admission algorithm in Figure 1 (1);
- The number of patients in the waitlist of each type at the current time (5); and
- For each of the 39 beds, the duration of time it has been occupied - the mean length of stay for that patient type (39).

The label for the classification component of our algorithm is whether the patient received a bed or not within the deterministic reneging threshold (a binary variable). In addition to the above, the simulation clock times at the point when the patient entered and exited the waitlist are also recorded, from which the time spent in the waitlist is calculated. This forms the label (the dependent variable) for the regression component. Note that we do not include the arrival rates in the above system state information set; however, the mean length of stay is included in the variable representing the occupation time of each bed. The reneging thresholds for each patient type are as follows: (a) glioma = 30 days, (b) cranial sick = 45 days, (c) spinal disease = 60 days, (d) ASAPC = 90 days and (e) routine care = 90 days. Given the preliminary nature of the work presented here, these thresholds are assumed. However, given the high severity of cases that typically present the NS ward in our collaborating hospital, these are likely to be reasonable.

The training dataset for the classification component thus consists of 52 features representing the system state and a binary label. Training and testing of the classification technique was conducted by dividing the dataset into training and generalization sets in a 4:1 ratio. After removing data from the warm-up and the last 10% of simulation run-time (approximately 2,000 patients), the overall dataset contained 12,000 samples. In general, for the overall dataset as well as the datasets for each patient type number of samples with a label of 1 (patient is admitted before reneging threshold) were not approximately the same as that of the samples with a 0 label - i.e., the datasets were imbalanced, which affected classification accuracies. Therefore, we performed random undersampling - without replacement - from the majority class (samples with a greater number) to balance the dataset; that is, until the number of samples in each class is the same. The degrees of imbalance (the ratio of the number of samples in the minority class to that in the majority class) for all datasets are provided along with the classification results in Table 3.

While we applied a variety of classifiers on the dataset, ranging from feedforward neural networks, decision tree classifiers (e.g., gradient-boosted trees, ensemble bagged trees, random forests), to logistic regression, we report the results of the top four classifiers that achieved the best results. These were chosen based on cross-validation and generalization area under the receiver operating characteristic curve (AUC) scores. We primarily use the AUC metric because of the imbalanced nature of our datasets, even though balancing was done prior to training and testing.

We describe our simulation and classification results in the following section.
4 Simulation & Classification Results

We begin by presenting the outcomes from running a version of our simulation without recording and storing the system state information. These are presented in Table 2 below. We find that simulation runtimes are reduced by nearly two orders of magnitude when recording and storing the system state is not required. The results in Table 2 were generated from 20 replications, which required approximately one minute per replication.

Before we discuss the simulation results, we briefly discuss validation of the NS ward simulation. In an ideal situation, the outcomes of the simulation, such as the proportion of patients admitted within a specified time frame and the average waiting time for those admitted would be compared against admissions data. However, while the admissions data provided to us contained dates of admission for a certain proportion of patients, many of these dates of admission are a year or two years after the date when they present at the ward seeking admission. Thus it is unclear whether these patients have sought care elsewhere or not in this interim period, and hence these dates of admission may refer to a subsequent surgery the patient has undergone after the first surgery for which the patient presented at the ward seeking admission. Hence in cases where they have indeed sought care elsewhere, it may be inappropriate to include these patients in the validation dataset. Further, in cases where no admission dates are provided, it is unclear whether these patients have reneged, or are still present in the waitlist. Thus we were unable to directly validate the outcomes of the simulation. Finally, the fact that the simulated admissions algorithm is applied more as an approximate guideline than a set of rules enforced without exception presents an additional hindrance to validation. Therefore, we discuss the outcomes in Table 2 only as a means to illustrate the impact of the simulated algorithm on admissions outcomes for each patient type if the algorithm were applied in an exact manner and all assumptions regarding ward operations and reneging are valid, and to illustrate the need for adjustments to the admissions algorithm, even if implemented as an approximate guideline, that may improve admissions outcomes.

Table 2: Neurosurgery ward simulation outcomes.

<table>
<thead>
<tr>
<th>Patient type (reneging threshold in days)</th>
<th>Arrival rate: monthly, daily</th>
<th>Proportion of patients admitted (%): mean (SD)</th>
<th>Average wait time for admitted patients: mean (SD)</th>
<th>Average number of patients admitted per week: mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glioma (30)</td>
<td>25.44, 0.85</td>
<td>30.42 (0.74)</td>
<td>27.80 (0.074)</td>
<td>1.80 (0.040)</td>
</tr>
<tr>
<td>Cranial sick (45)</td>
<td>23.08, 0.77</td>
<td>35.97 (0.01)</td>
<td>41.62 (0.299)</td>
<td>1.95 (0.048)</td>
</tr>
<tr>
<td>Spinal disease (60)</td>
<td>8.10, 0.27</td>
<td>99.99 (0.001)</td>
<td>1.27 (0.128)</td>
<td>1.88 (0.046)</td>
</tr>
<tr>
<td>ASAPC (90)</td>
<td>50.84, 1.69</td>
<td>66.65 (0.009)</td>
<td>84.50 (0.474)</td>
<td>7.86 (0.101)</td>
</tr>
<tr>
<td>Routine care (90)</td>
<td>51.72, 1.72</td>
<td>51.75 (0.014)</td>
<td>83.55 (0.663)</td>
<td>6.22 (0.095)</td>
</tr>
</tbody>
</table>

It is evident from the above table that given the high priority of glioma patients, the current capacity for glioma beds is not sufficient. The current admissions algorithm, if applied in an exact fashion, also appears to be suboptimal for cranial sick patients. Further, substantially smaller reneging thresholds and the longer lengths of stay of these patient types exacerbates the situation. The admission proportions for ASAPC and routine care patients are higher likely because of their shorter lengths of stay, significantly higher reneging thresholds, and higher patient arrival rates. Their higher arrival rates become an important factor when beds become available in batches (in particular when batch size > 4, see Figure 1) across a short duration (e.g., within a few hours), when patients are allocated beds on a first-come first-served basis from the waitlist. In such a situation, when the waitlist contains larger proportions of routine and ASAPC patients when compared to other patient types, it is significantly more likely that one of these patient types will be closer to the head of the line. With regard to spinal disease patients, their substantially lower arrival rates and reasonably larger reneging thresholds result in their nearly 100% admission rate. We also see
that for admitted patients, their wait times are close to their reneging thresholds, and hence this represents an undesirable situation if the thresholds (which are assumed values here) are chosen to indeed represent wait times beyond which unacceptable deterioration in their condition occurs. This indicates that if this approach for delay prediction is indeed implemented in a clinical environment, it might be advisable for hospital administration to specify thresholds well below durations beyond which unacceptable levels of deterioration are likely to occur.

Our clinical collaborator informed us that the above simulation outcomes broadly represented admissions trends observed in practice for each patient type. For example, they agreed that the majority of spinal disease patients might get admitted, and in very short timeframes, because in addition to their substantially lower arrival rate, almost all spinal disease patients who present at the ward at their hospital are severely ill and require urgent care, and hence in most cases are admitted in very short timeframes. They also agreed, given that in practice the algorithm in Figure 1 is applied along with continual adjustments based on clinical and administrative exigencies (for example, very sick patients admitted ahead of priority and/or less sick patients ahead of them on the waitlist), it is likely that the algorithm taken together with these adjustments yield to more favourable outcomes for patients. We are currently working with them to develop validation data, and once these are available, we anticipate that the algorithm in Figure 1 may also be modified to represent the admissions process more comprehensively as part of meeting validation targets.

We now discuss the results of the prediction of whether a patient gets admitted within their reneging thresholds, that is, the estimation of \( \hat{L}_j = f(S_j) \). We present the results of applying the ensemble bagged decision trees classifier, the ensemble gradient boosted trees classifier, a feedforward neural network, and a single decision tree classifier on the dataset in Table 3 below. Note that we do not present the results for spinal disease patients, because they are almost certain to be admitted, and hence their dataset consists of only a few samples with a 0 label. We report the AUC, the precision and recall scores for each classifier. We used the scikit-learn machine learning package for the classification process. The ensemble bagged trees classifier implementation contained 10 estimator trees, the gradient boosting classifier implementation contained 100 boosting stages, and the feedforward neural network contained three hidden layers, each with 10 neurons and a rectified linear unit activation function. The ADAM solver was used for the neural network (Kingma and Ba 2014), with a learning rate of 0.001. These hyperparameters were chosen based on hyperparameter tuning results performed via cross-validation on the 80% training dataset.

<table>
<thead>
<tr>
<th>Patient type (degree of imbalance)</th>
<th>Ensemble bagged trees</th>
<th>Gradient boosted trees</th>
<th>Neural network</th>
<th>Single decision tree</th>
</tr>
</thead>
<tbody>
<tr>
<td>All patients (0.87)</td>
<td>0.947, 0.95, 0.95</td>
<td>0.951, 0.95, 0.95</td>
<td>0.919, 0.92, 0.92</td>
<td>0.95, 0.95, 0.95</td>
</tr>
<tr>
<td>Glioma (0.41)</td>
<td>0.841, 0.85, 0.85</td>
<td>0.83, 0.86, 0.84</td>
<td>0.711, 0.70, 0.69</td>
<td>0.86, 0.86, 0.86</td>
</tr>
<tr>
<td>Cranial (0.18)</td>
<td>0.932, 0.94, 0.93</td>
<td>0.96, 0.96, 0.96</td>
<td>0.944, 0.96, 0.95</td>
<td>0.97, 0.98, 0.98</td>
</tr>
<tr>
<td>ASAPC (0.94)</td>
<td>0.967, 0.97, 0.97</td>
<td>0.971, 0.97, 0.97</td>
<td>0.961, 0.96, 0.96</td>
<td>0.96, 0.96, 0.93</td>
</tr>
<tr>
<td>Routine (0.44)</td>
<td>0.95, 0.96, 0.95</td>
<td>0.952, 0.95, 0.95</td>
<td>0.941, 0.95, 0.94</td>
<td>0.94, 0.94, 0.94</td>
</tr>
</tbody>
</table>

Note that the single decision tree had more than 190 nodes with a maximum depth of 14 leaves. Overall, the reasonably high AUC scores are encouraging. The relatively lower AUC scores for glioma patients are likely because this patient type has the smallest sample size. This is supported by preliminary results from larger datasets constructed using alternative admissions algorithms that yield larger accuracies. Further, it appears that the tree-based classifiers perform better than the neural networks. The probability that a given patient will be admitted within their reneging threshold can easily be estimated by function methods associated with the scikit-learn implementations of the above classifiers.

We now briefly describe how the interpretability of tree-based classifiers can be leveraged to understand the key features that determine whether a patient is admitted or not. A visualization of the single decision
tree classifier was created, and using this the top branches were identified using their position in the tree
and their Gini coefficients. The features corresponding to the top level branches (levels 1 and 2) were
all based on the status of the beds: for example, a subset of the 39 features that indicate the amount
of time a bed has been occupied by a given patient type, or the number of beds occupied by a patient
type (e.g., routine patients). The next two levels consisted of a set of the same features as in the two
levels above and additionally, waitlist-based features: for example, number on the cranial sick or ASAPC
waitlist above patient \( j \). This supports our contention that waitlist-based analytical delay estimators or delay
history-based estimators alone will not yield accurate delay predictions for complex queueing systems such
as the neurosurgery ward, and complete system state information consisting of both waitlist as well as
resource status information will be required.

We also briefly discuss the results from applying regression methods to predict the waiting time to
admission for admitted patients; that is, the estimation of \( W_{j(ad)} = f_{ad}(S_{j(ad)}) \). Note that for patients not
admitted; their time spent in the waitlists will just be equal to the reneging threshold value corresponding
to their patient type. For regression, given their universal approximation capabilities (LeCun et al. 2015),
we utilize a simple feedforward neural network with three hidden layers. The three hidden layers consisted
of 8, 12 and 20 neurons, respectively, with the \( \tanh \) activation function. Once again, the ADAM solver and
a learning rate of 0.001 were used. In addition, we also use an ensemble gradient boosting trees algorithm
implemented as a regressor. Once again, we used 100 boosting stages.

We quantify regression accuracy using the mean absolute deviation (MAD), specified by: \( MAD = \frac{1}{N} \sum_{i=1}^{N} |\hat{Y}_i - Y_{i(obs)}| \), where \( \hat{Y}_i \) and \( Y_{i(obs)} \) represent the predicted and observed waiting times (as generated
by the simulation), respectively (we assume N test samples are available). We do not choose the mean
absolute percentage error for reporting the regression accuracy, as several 0 waiting times were observed.
We also report the root mean square error (RMSE), defined as \( RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{Y}_i - Y_{i(obs)})^2} \). The results
of our regression exercise are provided in Table 4.

Table 4: Prediction (regression) accuracies for wait times of patients admitted to the neurosurgery ward.

<table>
<thead>
<tr>
<th>Patient type</th>
<th>Neural network</th>
<th>Gradient boosting trees</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAD</td>
<td>RMSE</td>
</tr>
<tr>
<td>Overall</td>
<td>0.73</td>
<td>4.35</td>
</tr>
<tr>
<td>Glioma</td>
<td>0.88</td>
<td>1.41</td>
</tr>
<tr>
<td>Cranial Sick</td>
<td>2.41</td>
<td>8.75</td>
</tr>
<tr>
<td>ASAPC</td>
<td>6.44</td>
<td>23.52</td>
</tr>
<tr>
<td>Routine</td>
<td>7.01</td>
<td>24.66</td>
</tr>
</tbody>
</table>

For the neural network regressor, the regression accuracies, while reasonable for all patients and glioma
patients, are relatively lower for ASAPC and routine care patients in particular. However, in comparison
to the average wait times for admitted patients (Table 2), the MAD values for these patient types appear
reasonable. However, the gradient boosting trees regressor outperforms the neural network regressor by a
substantial amount with a maximum RMSE of only 2.85 in comparison to a maximum RMSE of nearly
25 for the neural network. This is likely because the set of features that comprise the system state can all
be considered as categorical variables, which tree-based methods can typically handle better than neural
networks.

5 DISCUSSION & CONCLUSIONS

In this paper, we present a method for prediction of admission outcomes for patients presenting at a
neurosurgery ward seeking admission at the time of their arrival to the ward. Our method is motivated
by results in the literature indicating that using system state information at the time of arrival yields more
accurate delay predictions (Whitt 1999a).
In order to implement our approach of delay prediction in practice, the hospital administration will need to track the system state variables as defined in section 3 at regular intervals (e.g., six times a day) - for example, the amount of time for which each bed has been occupied by a given patient type will need to be tracked. Note that such information is already likely to be tracked for billing purposes. Then, for each arriving patient, this information \( S_j \) will have to be collected, processed, and then input into the machine learning method \( f \) to generate \( \hat{L}_j \). If \( \hat{L}_j = 1 \) (that is, the patient is predicted to be admitted), then their time to admission \( \hat{W}_{j(ad)} = f_{ad}(S_j) \) is also estimated. Note that real-time simulation, an approach wherein the neurosurgery ward DES is initialized with the system state \( S_j \) each time a patient arrives at the ward and \( \hat{L}_j \) and \( \hat{W}_{j(ad)} \) are generated by allowing the DES to run from that point in time onwards for multiple replications, is another potential approach for generating \( \hat{L}_j \) and \( \hat{W}_{j(ad)} \). However, this would require capturing the system state, loading it into the simulation, running a number of replications, and then estimating the average proportion of cases (replications) in which the patient gets admitted and the corresponding time to admission. Our approach is a significantly less computationally expensive approach when considered on a real-time basis: once the trained and validated machine learning method is created, it outputs the predictions as a one-time function evaluation. This makes it easier to deploy as an online calculator for the system administrator, as compared to deploying and running a simulation each time a new patient arrives in the system seeking admission.

The effectiveness of our method is contingent upon having a validated DES model of the queueing model under consideration. In the specific case of the system we model, we have already discussed in section 4 the challenges in validating the outcomes of our simulation. Another limitation of our current analysis is our assumptions for the reneging thresholds. Note that these thresholds may be used in multiple ways - for one, they may be used to represent actual reneging times. Alternatively, given the lack of data regarding reneging times, one can assume no reneging, and generate system state data for arriving patients from such a system. The thresholds can then be used in assigning labels to the system state based features - for example, assign 1 to patients getting admitted within a threshold \( T \) and 0 otherwise. The disadvantage with such a method is that in heavy-traffic conditions such as our case, it is very unlikely that patients arriving after the waitlist size has grown beyond a threshold size will be admitted within any meaningful time duration. Further, the assumption of no reneging is unrealistic in itself. For these reasons, despite the lack of data regarding reneging behaviour for neurosurgery admissions, we chose an approach that involved assuming reneging thresholds.

Several avenues of future research suggest themselves. Some of these include: (a) more comprehensive validation of our DES model, and simulation of alternate versions of the admissions algorithm; (b) evaluate prediction accuracies when stochastic reneging times are used; (c) comparison of our prediction accuracies with standard history and queue-length based delay estimators; (d) evaluation of our proposed method for other complex queueing systems; and (e) finding optimal admissions policies for the NS ward under consideration. Overall, we present this work as a demonstration of our method for prediction of delays in complex queueing systems as encountered in healthcare systems, and hope it is useful for other practitioners attempting to predict delays for complex queueing systems.
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