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ABSTRACT

With the increasing availability of data, the desire to interpret that data and use it for behavioral predictions
arises. Traditionally, simulation has used data about the real system for input data analysis or within data-
driven model generation. Automatically extracting behavioral descriptions from the data and representing
it in a simulation model is a challenge of these approaches. Machine learning on the other hand has proven
successful to extract knowledge from large data sets and transform it into more useful representations.
Combining simulation approaches with methods from machine learning seems therefore promising to
combine the strengths of both approaches. Representing some aspects of a real system by a traditional
simulation model and others by a model incorporating machine learning, a hybrid system model (HSM) is
generated. This paper suggests a specific HSM incorporating a deep learning method for predicting the
anticipated power usage of machining jobs.

1 INTRODUCTION

For a computer simulation of a real system it is indispensable to create a model of this system. Systems
models are generally abstractions of the real-world system under observation and will focus on the most
relevant parts, or attributes thereof, which are of interest to the model designer. In traditional, monolithic
modeling approaches, the modeler is bound and potentially limited by the chosen modeling paradigm.

Machine learning (ML), in contrast to simulation, is a set of algorithms that provides an effective way
to aggregate rather big data sets and to find patterns within that data (Goodfellow et al. 2016). Those patterns
can then further be used to describe the dynamic behavior of the system of interest that emitted the initial
data points. Applications of ML are not limited to sets of static data, as the most prominent picture
classification tasks, but can also be applied to dynamic data sets such as time series data. This duality results
in machine learning methods being a promising match for hybrid systems modeling, since a chosen
simulation methodology can be complemented by a machine learning method with a different methodology
and vice versa.

While machine learning methods are no simulation technique by definition, they can be used to design
a data driven model as a constituent part of a hybrid systems model (HSM) (Mustafee et al. 2017). In this
paper we propose such a HSM that combines discrete event simulation (DES) with Sequence2Sequence
(Seg2Seq) neural networks. This newly proposed HSM focuses on the realistic depiction of anticipated
power usage of a job in a manufacturing cell that contains a waiting room and a machine tool.

The investigation of energy efficiency issues within simulation has become a widespread research
approach. Existing studies are often based on the consideration of the power usage of resources (machines,
furnaces, ...) by means of metrologically recorded operating conditions, which are regarded as constant over
a defined period of time (Haag 2013; Thiede 2012). The power usage of resources averaged over a period
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of time is then assigned to a resource state and can be mapped and analyzed status-based with discrete-
event simulation approaches. There are some application scenarios for which the usage of these quasi-static
operating states provides sufficient accuracy, but others, for which this is clearly not sufficient. The
determination and smoothing of load peaks in production systems with many resources is an example for
the latter. A partial solution for this is presented in Romer et al. (2018). It is based on the basic idea of
combined simulation, which is also proposed, for example, in Peter and Wenzel (2015). While the
production and logistics part of the model is represented classically with discrete-event simulation, the
system dynamics approach is applied for electricity usage in Romer et al. (2018). This allows the time series
of the actually measured power usage to be reproduced in high resolution in the simulation. This offers the
advantage of a high-resolution overall picture of the production power consumption.

However, the disadvantage is that only the power usage of measured jobs can be reproduced. Power
usage of unknown job types cannot be predicted without prior measurement on the real system.
Furthermore, the approach described in Rémer et al. (2018) does not depict cause-effect relationships
between control parameters (e.g., half feed, slower heating phase, ...) and the resulting power usage.

Within the scope of this paper, we will therefore examine whether there are alternative possibilities for
high-resolution forecasting of electricity usage that can overcome the disadvantages mentioned above. The
focus of the investigations is on the field of deep learning. More specifically, we propose a method that
enables to predict time series for the power usage of upcoming jobs by means of appropriately trained
artificial neural networks (ANN). The basic idea here is to train an ANN with relevant control information
(here: numerical control codes of the production jobs of a machine tool and machine states they are operated
in) on to a high-resolution time series of power consumption measured for previous jobs.

In perspective, the ANN can then forecast a time series of the expected power usage for any job,
possibly even a job with deviating numerical control codes, etc. These time series could then be used in
hybrid simulations of the entire production system.

This paper presents a framework for the outlined procedure as well as a prototypical implementation
and validation. The paper is structured as follows: Section 2 discusses related work concerning the
combination of simulation and ML and introduces the specific machine learning approach used. Here the
basic idea of a deep learning method, which can map asynchronous sequences of different lengths to each
other, is presented. Section 3 showcases the particular concept of such a Seq2Seq-model that predicts high-
resolution time series, along with the data sequences of interest. Further will the integration of such values
within a hybrid systems model be briefly discussed here as well. Building on this, Section 4 discusses the
makeup and necessary preprocessing steps of the data, which are required to lead to conclusive results of
the model. The results of the prototypical application of the Seq2Seq-model are demonstrated and evaluated
in section 5. A critical review of the results and a discussion of future work is given in section 6.

2 RELATED WORK

2.1  Hybrid System Models

The need for data driven decision making in a dynamic environment results in a need for methods that allow
simulation models to adapt over time by learning (Biller et al. 2017). Classical simulation approaches, such
as discrete event simulation (DES), have traditionally used data about the real system either manually within
the modeling process, e.g., in the context of input data analysis for modeling stochastic influences by fitting
theoretical distributions to the real observations, or semi-automatically within data-driven model generation
approaches for depicting structural aspects of the model (Bergmann et al. 2012). Automatically extracting
behavioral descriptions from the data and representing it in a simulation model can be considered a weak
point of automatic simulation model generation approaches (Bergmann and Strassburger 2010).

Previous work has therefore focused on combining ML with traditional simulation modeling for
alleviating this weakness. Examples include Bergmann et al. (2014) and Bergmann et al. (2017) which
present an approach for using trained artificial neural networks that can be called from material flow
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simulations to obtain a decision on which control strategy to apply within the simulation, depending on
certain input parameters modeled in the simulation model.

Other examples include Rabe and Dross (2015), where Reinforcement Learning was used alongside a
simulation-based Decision Support System for logistics networks. Here the actions of an agent were
modeled through ML, to finally identify and select principles on which decision-making policies should be
carried out by the agent.

In Morin et al. (2015) a set of machine learning classification techniques is proposed as a method to
generate metamodels for the simulation of sawmilling processes. Here data driven models of the sawing
process are generated and used to determine what sets of lumber are derived from breaking down the logs
in a sawing mill.

Within patients care pathway design for hip fracture, ML was used to identify clusters of patients, and
their underlying characteristics, and to use that insight in the development stage of a simulation model
(Elbattah et al. 2018). ML was here used to cluster a set of patients into subgroups, that relate in risks of
treatment for fractured hips.

Finally, ML is a key constituent in the modeling of a digital twin, as it is stipulated for symbiotic
simulation approaches, as in Onggo et al. (2018). Here, ML enables a digital twin, that is a virtual
representation of a physical system, as it allows the systems simulation model under observation to adapt
according to the behavior of variables emitted by the physical system in question. Further such hybrid
simulation-ML environments can be used to predict the changes in state variables of as system, as machine
learning methods can be trained on past changes in the same system.

The aforementioned examples have in common, that they allow the representation of certain isolated
decisions, in regard to events or entities, by a machine learning model and to include that decision within
the simulation. A different, widely uninvestigated area is the inclusion of entire time-series data delivered
from a ML model into a simulation model. This new approach is in contrast to classical time series data
analytics and prediction in simulation modeling, that have been discussed extensively, e.g., in (Mustafee et
al. 2018), where time series data was used to generate wait time predictions.

A key application of such approaches would be peak shaving of energy demands, where the objective
is to smoothen the time series of energy consumption over a distinct time. Here the total consumption of an
energy consuming process is considered to be equal to the sum of dynamic sub-processes of the system in
guestion. A method as Sequence-to-Sequence can help to tackle the description of such subsystems as it
allows to model dynamic sequences.

2.2 Sequence-to-Sequence Models

Artificial neural nets (ANN) are used to identify patterns in complex data structures. For this purpose,
embedding layers of a neural network hold the data under observation and guide it as information through
the hidden layers of an ANN. Hidden layers consist of hidden units, the actual neurons. These neurons are
self-parameterizing units. The more hidden layers an ANN contains, the higher the degree of abstraction of
the recorded information can be. If an ANN has more than one hidden layer, it can link abstractions gained
in one layer to another layer, thus creating a more complex abstraction with each added layer. This deep
staggering of neuronal layers is commonly referred to as deep learning (Goodfellow et al. 2016).

If patterns change over time, this temporal sequence of patterns is understood as a sequence. For an
ANN to be able to process temporal patterns, recurrent connections must be present in the network topology
that allow feedback of abstract knowledge (Brause 1995; Zell 2003). Such feedback or recurrent neural
networks (RNN) are particularly suitable for data which is presented in sequential form (Goodfellow et al.
2016).

If the inputs to a deep learning method are sequences, one speaks of Sequence-to-Sequence (Seg2Seq)
architectures (Cho et al. 2014; Sutskever et al. 2014). Here, the embedding layer of an RNN encodes an
input sequence. If the input sequence, as abstraction, is encoded into a specific neuronal layer, one speaks
of an encoder. If a target sequence is generated from the abstraction of a neuronal layer, this part of a
network topology is called a decoder (Goodfellow et al. 2016).
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The Encoder-Decoder model as described in Figure 1 encodes a sequence x; of T values into a
summary vector C that is then decoded into a sequence y,+ of T' values. The Encoder and Decoder are
conjoined by the fixed sized vector C (Cho et al. 2014).

Decoder

Yr
o

X1 Xz Xt

Encoder

Figure 1: The Encoder-Decoder model as proposed by Cho et al. (2014). Note that T #T.

The general workflow to train such a model is to read the values of X; = (x4, ..., xr) sequentially whilst
updating the hidden state of the encoder accordingly (Cho et al. 2014; Sutskever et al. 2014).

Once all the values of X; have been processed, the last hidden state is encoded into the summary vector
C. The decoder now has two inputs € and Y; = (y4, ..., ¥7+) and learns the conditional distribution between
them by updating its hidden state whilst reading in the values of Y; and C accordingly. Here, the hidden
state is linked to a Softmax-layer holding the unique tokens found in the training set Y. Once training is
finished the decoder can be initialized by a sequence X;, which is mapped to C, and generates a sequence
Y; therefrom (Cho et al. 2014; Sutskever et al. 2014).

As the model learns to generate the next token y,,, according to the previous token y, and C, a stop
condition needs to be added to keep the decoder from infinitely generating new tokens. This is commonly
done by placing a unique end-of-sequence (EOS) token at the end of the sequences Y; in the training set Y.
Then once the trained decoder generates an EOS token, the sampling of new tokens is terminated (Cho et
al. 2014; Sutskever et al. 2014).

The introduction of Seq2Seq models has improved the translation of natural language dramatically and
is further investigated intensively in fields of natural language processing like text translation (Cho et al.
2014; Dai and Le 2015; Gehring et al. 2017; Sutskever et al. 2014), text summarization (Keneshloo et al.
2019; Nallapati et al. 2016), speech recognition (Chiu et al. 2018), voice conversion (Zhang et al. 2019),
etc.

Encoder-Decoder models are not limited to solve just a problem within a specific domain but have
proven to be generally suitable in multi-task learning, where a multitude of encoders and decoders are
linked together in a many-to-many setting to perform tasks as image captioning and translation in parallel
(Luong et al. 2015). Use cases for Seq2Seq models can also be found in other domains of application as
long as the data in question can be provided in the format of a tokenizable sequence. Applications from
image processing derived accordingly within the fields of video-to-text translation (Venugopalan et al.
2015), visual-inertial odometry (Clark et al. 2017), video object segmentation (Xu et al. 2018), video
captioning (Chen et al. 2019) or automated data visualization (Dibia and Demiralp 2019; Liu et al. 2018).

Using Seq2Seq models to predict the length and values of a dynamic time series has first been proposed
in Worrlein et al. (2019). We extend this work through increased data quality and quantity along with
experimental findings on the influence of differing discretization parameters.
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Further explanations of the encoder decoder used here can be found in Cho et al. (2014), Goodfellow
et al. (2016), and Sutskever et al. (2014). The following section combines the approach presented here into
a framework that shows how to model energy consumption of machining jobs and how to implement such
a model within a discrete-event oriented model.

3 A HYBRID MODELING FRAMEWORK FOR PREDICTING TIME SERIES

3.1  Concept for using Seg2Seq models for time series prediction

Figure 2 shows the overall concept of the proposed method. In the training phase, an unweighted RNN, the
Seq2Seqg-model, is parameterized using the input and target sequences {X;, Y;}. For the training data, 51 in
field measurements of the active power usage of a machine tool were taken. This time series data was
recorded under field conditions while processing the same type of job.
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Figure 2: Implementation and components of an RNN-Encoder-Decoder-Architecture for asynchronous
and asymbolic series.

The target sequences represent quasi-continuous recordings of the active power usage. The input
sequence represents the numerical control code, along the machine states, of the same jobs. A tokenizer
was used to generate the vectorized input sequence therefrom. The time series data of the machine tool’s
usage of energy is then trained to the numeric control code, along with the machines operating mode, within
a Seq2Seq neural net. Once the training is finished, the trained neural net can inference time series ¥
according to an input X.

The task of the inference phase is to provide a meaningful power consumption profile Y7, explicitly
quasi-continuously over time (see Figure 2). The parametrized model can further be saved and implemented
in a machine tool’s DES-model to predict the time it takes to finish a job and the quasi-continuous energy
usage while a job is manufactured.
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3.2 Integration of Seq2Seq into DES

To provide the information generated at the inference stage to a simulation model, two approaches, that
both qualify as HSM, can be considered that generally lead to the same effect. Firstly the weighted neural
net can directly be called from within the simulation tool, to generate the values in question directly at
runtime in the simulation stage. This approach allows for more flexibility, but requires an increased
implementation effort up front. The second approach would be to create a data storage that holds generated
values for all combinations that are possible at simulation start. Figure 3 showcases the latter approach in
more detail.

Processing steps of a job in a manufacturing cell:

sourcePallets  storeRawMaterial rawMaterialinStorage seizeCNC pickRawMaterial ~ processing releaseCNC sink

AR oo

~

A \/ forklifts cnc ﬂ
&

ﬁ Seq2Seq 0‘ datasetEnergyUsagePerlob

f 2 4

20000

A jobs description at processing stage:

A B C D 15000
1 |Mode NC-Code Energy_Consumption_per Time_Unit Sum_Time_Units
2 |Roughing A 2412 2413 [...] 15333 [..] 3512 3551 3542 2258 10000

5000

P N

b 560 1000 15'00 20‘00
Number of time steps

- Generated Time Series of Energy Consumption

—

o

Predicted labelfor each time step

Figure 3: The values for the time it takes to finish a job, and the continuous values that describe the energy
consumption at processing stage, are here provided to the model in from of an .XLS chart. To visualize the
generated time series a time plot and data sets block, holding the time series data, were used.

Figure 3 shows the processing steps of a job within a discrete event oriented simulation modeled as a
(M]G|1) queuing system. Here M refers to the waiting time (rawMateriallnStorage) of a job being
described as a stochastic Markovian process that is defined by a Poisson distribution. G describes the
generated, specific time distribution (processing) for each job at processing stage according to its parameter
settings. As this paper focuses on the generation of the values for G, instead of their integration, the
simulation at runtime will no further be discussed here.

4 IMPLEMENTATION DETAILS

This section focuses on the preprocessing steps necessary to set up a Seg2Seq model, which can be
integrated into a HSM. The Seq2Seq model, at training stage, contains input sequences X; of sets of
numerical control codes along with machine parameters and the target sequences Y; of time series of the
power consumption at process stage. These two sets of sequences need to be preprocessed to allow the
model to learn a meaningful conditional joint distribution.

4.1 Setup of Input Sequences X

The input sequences X; hold the numerical control code, that controls the machine’s action for a particular
job. A numerical control code describes a sequence of necessary technological process steps up to the
completion of a job. It can be understood as a concrete description of a sequence of states underlying the
process of machining said job. The numerical control code thus decisively determines the behavior within
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the machining room of a machine tool. Furthermore, a job is only considered to be completed once the
numerical control code has been completely run through.

The numerical code must first be translated into a sequence of numerical values that retains the structure
of the targeted input sequence. This is realized by a so-called tokenizer. A tokenizer assigns a numeric value
to each symbol or set of symbols present in the numerical code, e.g., based on the frequency of the symbol
concerned.

Tokenizer

[...G00,X0Y0Z0,..]————[..12345 ..]

The tokenizer also removes symbols or sets of symbols that are assumed to have a low information
content, such as commas, upper/lower case letters and so on. Another way to limit the dimensions of the
vector space is to dictate the tokenizer a maximum number of symbol sets, i.e., words, that can be mapped
to a numerical vector. In the case presented here, a word to vector (Word2Vec) tokenizer was used, which
translates all symbols and sets thereof into a vector.

The input sequences are further extended with different modes {x, 1, x;,} in which the machine tool
can be operated on. Those modes reflect a common work routine in machining a job. The numerical control
code runs for the first time {roughing = x,,} to chip a larger amount of excess material off and give the
material its shape. Afterwards the same numerical control code is run for several times {smoothing = x5}
to smooth the surface of the now shaped material. Those two modes are reflected in time series of power
consumption that are comparable in length but show very different characteristics in their features. The
input sequence X; is described accordingly as:

Xi = {{xn, X12}, xz}

with x, being the numerical control code. The sequences of X further are tokenized to a list of integer
values, where any unique word is represented by exactly one integer. This allows to model recurring
patterns within the numerical control code.

4.2  Setup of Set of Time Series Y

The basis of values for the quasi-continuous time target series Y; is the power current consumption of the
same jobs when the numerical control code is processed. The temporal power consumption gives concrete
information about when how much consumption must be anticipated as soon as a decision has to be made
about the machining of a job. The time series data was recorded under field conditions and has the same
clocking of At, that is 500 [ms].

The machine tool’s usage of energy, and inherently the time it took to process said job, is initially
monitored every time a job is processed on it and saved as time series data. The set of time series Y has
further been discretized. Discretization is the process of portioning continuous values into some new
discrete groups of values or bins, that resemble the original values of the data. This was necessary as the
empirical results presented in (Worrlein et al. 2019) led to the conclusion that a uniform or long tail
distribution, i.e., where the tail tends towards a discrete uniform distribution, P/ of value frequencies
prevents the Seq2Seq model from learning a meaningful joint distribution.

To find the right parameter, as to which degree needed to be discretized, several runs of training with
alternative discretization parameters were conducted. The different discretization parameters were applied
on the whole data set of time series and then classified according to the frequency f of the discretized values
(see Figure 4). To do so, the distribution of frequencies P/ was analyzed using a gaussian kernel density
estimator-KDE.
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Density vs. increasing frequency of attributes
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Figure 4: The KDE-plot shows that the raw data contained mostly unique values, while a strong
discretization results in a uniform distribution, where the probability of a value belonging to any frequency
is the same as for any other frequency. A weak discretization results in a heavy tail distribution of
frequencies.

The proposed concept has been tried for all three frequency distributions and results only for the weak
discretization in satisfying results.

5 RESULTS AND EVALUATION

Metrics to compare the generated time series ¥, and Y; are the median length len(Y;) and average
sum(Y;) of time series as found in the training set. Further, the time series have been visualized and features
of characteristic patterns or labels have been added to those visualizations (see Figure 5). Adding features
helps to compare the time series ¥, and ¥; more intuitively on a visual level. The result for the raw data,
which has not been discretized, aligns with the non-conclusiveness of (Wérrlein et al. 2019). The sequences
created showed no meaningful course of values and further failed to produce an EOS-token.

The results for the strong discretization as shown in Figure 4 disappoint. An EOS token was created,
as well as most other features, yet the generated series can clearly be distinguished from the training data
(samples shown in Figure 6) and results in low scores in the metrics accordingly.

Generated time series Y; with a strong discretization

__EOS generated at time step: 3584
20000 1 Median length for roughing: 2295

15000 4

10000 4

- ‘WWWUWWWW
.

0 500 1000 1500 2000 2500 3000 3500
Number of time steps with At=500 ms

Predicted label for each time step

Figure 5: Result for a strong discretization and parameter setting {x;,, x,}. An EOS token was created, as
well as most other features, yet the generated series can clearly be distinguished from the training data (see
Figure 6) and results in low scores in the metrics.
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The weakly discretized time series on the other hand shows high values in comparison to len(Y;) and

Sum(Yl) len(y=2258)

len(y,=2295)
len(9=2204)
len(y,=2256)

sum(y=6847.7)
sum(y,;=6927.9)
sum(y=4843.3)
sum(y,=4871.8)

{xn, xz}: = 98.4 %, = 98.8 %

{xlz,xz}: =97.7 %, =994 %
On closer inspection of the time series ¥, and Y; for {x;,,x,}, as displayed in Figure 6, a striking

resemblance can be seen.

Samples Y; drawn from Y ~ Generated time series ¥;
@ .
£ 25000 ® Comparison of features
20000 4 7]
g Y; 14
10000 A += 20000 4 @ |1 1
OO0 | £ ol -
j ® 3
0+— T T T T @ 15000 D |12 |12
2311:30 2311:35 23 11:40 23 11:45 23 11:50 = I®)
(] L 4 4
g 10000 A (=] ETN B
20000 A ©
T 50004 elelolololololalolololololotolole)
10000 A 2 @
oYelelolololololoYotoloto o Yote YN B )
@ T L
01— . . . L 0+ . : . :
23 15:40 23 15:45 23 15:50 23 15:55 o 0 500 1000 1500 2000
Time stamp [d/h:m] Number of time steps with At=500 ms

Figure 6: Comparison of samples Y; drawn from the training set Y and the generated time series ¥, for the
weak discretization parameter and the sequence combination {x;,, x,}. The sequences displayed from the
two sets clearly show the same patterns over the course of labels. To facilitate the visual comparison
between distinct sequences, features have been added to local patterns or points of interest. The table shown
on the right side compares the count of features against each other.

The time series generated accomplishes to mimic the course of labels as shown in the training set with
a remarkable precision. Not only achieves it to reproduce an EOS token, that matches the length of the time
series found in the training set (green dot), a distinct peak-feature (red dot), a string of subsequences (the
dots of changing shades of blue), but also to generate them in the right order and dimensionality.

The time series ¥, and Y; for {x;,, x,}, displayed in Figure 7, also clearly show that the Seq2Seq-model
succeeded in catching the course of labels within the training set, even though the time series from the
training set contained few features that could be learned in the first place.

Sample Y; drawn from Y Generated time series Y;

EOS generated at time step: 2204
____ Median length for smoothing: 2256

Generated TS 4843.33 [kW]

Mean job from Data 4871.79 [kW]

25000 A 25000 4

20000 - 200004

15000 15000 A
10000 1 10000 A

5000 4 5000 1

T e I T N o o o o oot s e ettt o e e S et

Predicted label for each time step

T T T T T
0 500 1000 1500 2000

D«c" 43‘)
2 Time stamps [d/h:m] Number of time steps with At=500 ms

Q-
oY

Q
%\’0‘3
2

U

Figure 7: Comparison of samples Y; drawn from the training set Y and the generated time series Y, for the
weak discretization and the sequence combination {x,,, x,}. No features were added as the time series holds
few characteristics.
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6 CONCLUSION AND FUTURE WORK

The functionality of the described approach was confirmed in the use case by chosen metrics. However, the
generated time series still must be critically questioned and validated in further research work. On the one
hand, there is still a lack of evaluation methods for generative models of ML to check the generated time
series entries for the meaningfulness of their entries. This is done at the moment by the observation and
comparison of the generated time series through an expert of the application case by optical inspection
(Goodfellow et al. 2016) as shown in Figure 6.

For a final evaluation of the methods used, it is advisable to increase the qualitative and quantitative
data basis of the Seq2Seg-model. The data set used here is of a small size. Yet the set size is exemplary for
real world settings that might change rapidly and in short periods of time. Machine learning algorithms on
the other hand tend to work better given that there is a lot of data to learn from. A framework in which the
training set is extended by time series which have been altered to represent a ground truth of the training
set of time series could solve that problem. Dynamic time warping could be used to generate such ground
truth time series, which could then iteratively be added to the training set until an advantageous learning
behavior could be displayed.

Additional end-of-sequence tokens could be used to describe events like machine failure. The EOS
token used here simply marked the end of a finished job. Yet some jobs are prone to break due to system
changes like wear and tear experienced by the tool. Adding an alternative EOS, indicating machine failure,
to the training set, along with data for the state of tools etc., might also answer the question if a job can be
executed given the current settings.

The method further allows to generate time series according to factorial combinations not found in the
training data. As the decoder is not parametrized directly on the input sequences found in the training set,
but on a summary thereof in form of the context vector, factorial combinations of input parameters can be
used that are not represented in the initial training set. If the respective input parameters and their distinctive
effect on the time series has been modeled, any combination thereof could be used. This would result in
factor combinations of high interest to a simulation expert, that could not be modeled in a generic simulation
setting. Furthermore, a suitable evaluation method must be added to the proposed solution, since validation
cannot be guided by a (non-existent) ideal time series.

The further development of the machine learning method described above and its use for hybrid
simulation models is currently the subject of ongoing research. Also, if the method is successfully
established and validated, a solution could be developed that produces plausible power consumption
forecasts for unknown jobs, e.g., based on their numerical control codes. This would have a high practical
potential and would also be a breakthrough from a scientific point of view. The transfer of the basic idea to
other forms of control code and time series of other measured values is also conceivable and a possible
subject for further investigations.
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