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ABSTRACT

We explore the problem of managing releases into a multistage production system transitioning from
producing a mature product in high volume to a new one whose production process is initially unreliable
but improves as experience is accumulated. We use simulation optimization to develop solutions and
examine the impact of learning at a single machine on the rest of the system. This work lays the foundation
for studying product transitions using realistic fab scale simulation models.

1 INTRODUCTION

Effective management of product transitions, in which a product that a firm is currently producing and
selling is replaced by another throughout its supply chain (Bilginer and Erhun 2010; Billington et al.
1998), is critical to survival in today’s rapidly changing global economy. A closely related problem, that of
ramp-up, involves bringing a new product into high volume production in a new plant. In the semiconductor
industry, both business and retail customers have come to expect frequent introduction of improved products
at lower prices (Rash and Kempf 2012). Delays in bringing a new product into high volume manufacturing,
especially when a competitor is successful in doing so, can have serious, long-term financial impacts on a
firm. Salomon and Martin (2008) estimated that a month’s delay in bringing a new semiconductor wafer fab
into volume production costs a firm $22,000,000 in lost revenue. Most of the extensive literature on product
transitions (Lim and Tang 2006) has treated product transitions as a strategic problem, using simplified
models and generally ignoring the impact of the new product on products not involved in the transition.
However, a large firm active in multiple market segments may have multiple new products launched into
its factories in a year. Difficulties in producing the new product may significantly increase the variability
of the effective processing time distribution in the factory, adversely affecting cycle time and throughput
for all products sharing the same production resources. As experience with the new product accumulates,
and problems are identified and remediated, these negative impacts gradually diminish.

In previous studies of product transitions in a single-stage production system (Manda and Uzsoy 2020;
Manda and Uzsoy 2018), we found that careful management of work releases of both old and new products
can significantly improve factory performance, considering the effects of learning by experience and by
explicit experimentation that consumes production capacity in order to improve processing capabilities. In
this paper we extend our previous approaches to a multiple stage production line, which poses significant
challenges to simulation optimization due to the very large search space and the highly variable production
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environment. The work is exploratory in nature, seeking to lay the foundation for future work studying
the impact of product transitions using realistic simulation models of semiconductor wafer fabs.

The following section briefly reviews related work on learning in production systems, production
planning with learning, and simulation optimization. We then describe our learning model, our simulation
model and our simulation optimization approach in Section 3, and report our computational results in
Section 4. We conclude with a discussion of our principal findings and some directions for future work.

2 Literature Review

Learning in production systems was first discussed in the context of the improvements observed in the cost
or duration of a task as experience accumulates by repetition, leading to the classical literature on learning
curves (Yelle 1979; Anzanello and Fogliatto 2011). Models of this type have been used to capture the
improvement in semiconductor device yield as experience producing a device is accumulated (Tirkel 2013).
A widely used proxy for experience is the cumulative production of the product up to a particular point
in time. Production planning models incorporating these learning effects assume that the mean time to
produce a unit of output will decrease with experience (Ebert 1976; Liao 1979; Hiller and Shapiro 1986).

Subsequent efforts expanded the scope of the problem to include learning by deliberate experimentation
that consumes capacity but does not yield a saleable product. Chand et al. (1996), Fine (1986, 1989)
and Terwiesch and Bohn (2001, 2004) address the problem of how much capacity to dedicate to revenue-
generating production as opposed to experiments aimed at improving process quality and yield. Kim and
Uzsoy (2008, 2013) develop models of a single production resource whose behavior is represented using
a clearing function (Missbauer and Uzsoy 2020). Learning is a function not of cumulative production, but
of cumulative experimentation, modelled as engineering lots that cannot be sold but improve the mean
processing time of the new product after a time lag required to implement the insights obtained from the
experiments, but its effect on variability of processing is not explicitly modelled. They present deterministic
models to optimize the releases of both production and engineering lots, and use the Kuhn-Tucker optimality
conditions to examine the marginal value of additional experimentation. Manda and Uzsoy (2020) extend
this work by modelling the impact of learning by experience on both the mean and variance of the effective
processing time of a single production resource. This approach is extended to consider both learning by
experience and by experimentation using simulation optimization with a genetic algorithm as the search
engine (Manda and Uzsoy 2018). This paper extends these efforts to a multistage production line where
learning can occur at different stations, as a first step towards studying wafer fab models of realistic size.

Several authors have studied product transitions using simulation. Crist and Uzsoy (2011) examine the
relative prioritisation of engineering and production lots using a simulation model of a simplified wafer
fab. Nemoto et al. (2000) use simulation to quantify the benefits of cycle time reduction on yield during
fab ramp-up, while Leachman and Ding (2011) develop an analytical solution. Haller et al. (2003) use
a simulation model to examine the problem of managing cycle time during ramp-up. Simulation models
have the ability to represent the behavior of production resources and different learning mechanisms in
great detail, subject to the availability of data to validate them, making simulation optimization an attractive
option for managing product transitions in the event scalable procedures can be developed.

Simulation optimization refers to a family of stochastic optimization techniques that are used when
the performance of a solution cannot be calculated analytically, but instead must be estimated using a
simulation model. Given a stochastic simulation model in which each replication of a single decision input
returns simulated outputs that contain noise, finding a globally optimal solution is particularly hard with a
high dimensional continuous search space. The computational burden of running the simulation model to
evaluate each feasible solution is also significant. These concerns motivate a need for an efficient and reliable
optimizer for this environment. The three main approaches to simulation optimization over a continuous
domain are (i) direct search and heuristics, (ii) line-search and Newton-like methods, (iii) and model-based
and trust-region methods. While in i) new solutions are directly generated with an evolutionary mechanism
or pattern search, (ii) chooses the direction and length of the step size using gradient information, and (iii)
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does so implicitly through a constructed local model whose step lengths are bounded by the size of the
neighborhood in which the model is built and validated. An important factor in the choice of simulation
optimization methods is the availability of direct gradient observations from the stochastic simulation,
whose absence renders the problem derivative-free. Suitable solution methods for the problem at hand
are hence direct search methods such as genetic algorithms or the Nelder-Mead simplex algorithm (1965),
stochastic approximation with finite-differences (Robbins and Monro 1951) or more recently developed
stochastic derivative-free trust-region methods (Shashaani et al. 2018). We have experimented with both
a genetic algorithm and stochastic approximation, which we describe in more detail in Section 4.

3 Modelling and Analysis: A Simulation Optimization Procedure

The simulation model is a modification of that by Li et al. (2011) with simple linear routings without
reentry, essentially a multi-stage version of the simulation model developed by Manda and Uzsoy (2019)
using non-preemptive engineering activity based disruptions and mechanisms of learning from production
lots at each station. Batch processing machines and machine failures are eliminated to ensure that the
principal source of variability in the system is the presence of the new product.

3.1 Notation and Formulation

The simulation takes place over a time horizon of 7' discrete periods each of length A. The production
system consists of 11 stations in series, each with a single machine, except Station 4 which has two machines.
The processing times at each station are log-normally distributed to avoid negative values. Production lots
of both products pass through all the stations and can be used to meet demand. For this exploratory work,
we assume that the new product induces engineering disruptions at only one station in the line, station n,
whose location relative to the bottleneck is varied to examine the effect on throughput and cycle time. At
the start of the planning horizon, the line produces Product 1 to meet a known stable demand with a fully
debugged process. Over the planning horizon, demand for Product 1 is gradually replaced by that for a
newer product, Product 2. While there are many ways in which a new product may disrupt processing in an
already operating factory, we assume that all such disruptions are manifested as a process event, leading to
a stoppage of production while the problem is identified and remedied (an engineering hold). The mature
product, Product 1, has a natural processing time with mean z! (n) and standard deviation o' (n). A process
event requiring engineering activity with mean duration P!(n) and standard deviation of Uzl)(n) occurs at
station n on average once in the processing of every Q' (n) units, which represents the expected number of
units successfully processed between engineering holds in a completely debugged process. Product 2 has
the same natural processing time and engineering activity duration distributions as Product 1, but induces
disruptions that require engineering activities more frequently. However, as experience producing Product
2 accumulates, the mean number of lots processed between disruptions increases, eventually reaching the
steady state value Q?(n). Denoting the average number of units of Product 2 successfully processed at
station n between process events by Q?(n), the effect of production experience on the frequency of process
events at station n is described by the exponential learning model

Q3(n) = Q3(n) + (Q*(n) — Q3(n))(1 — e~ Xi (M), (1)

where Q?(n) denotes the average number of lots between disruptions at station n in period ¢, X?(n) the
cumulative production of Product 2 at the start of period ¢ and the parameter o controls the rate of learning.

The presence of this time-dependent learning mechanism results in significant transient behavior over
the planning horizon, as discussed in our previous work on single-stage systems (Manda and Uzsoy 2020).
The engineering holds induced by Product 2 increase both the mean and the variability of the effective service
time distribution at the learning station n (due to the effect of the engineering holds) and at downstream
stations (due to the variability of the output from station n). Maintaining the total releases of both products
at a constant level ignores these effects, resulting in higher resource utilization and variability, and hence
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longer, more variable cycle times and WIP levels, reducing throughput until the adverse effects of the
engineering holds are eliminated through learning. Neglecting these reductions in processing efficiency
can result in utilization temporarily exceeding 1, causing large accumulations of WIP and very long cycle
times. However, as learning takes place and processing efficiency and variability improve, releases can
again be increased to take advantage of the improved situation.

The simulation model takes as inputs the values of the processing parameters, the unit price 7 and
deterministic demand D?, the unit backorder cost si, the unit work in process (WIP) and finished inventory
holding costs w? and hi, the raw materials costs r¢ and a release vector R specifying the number of
production lots of each product i € {1, 2} released at uniform intervals of A/R¢ time units over the period
t. Our performance measure is the total contribution, given by sales revenue minus the inventory holding,
WIP holding and backordering costs, over the planning horizon. Let S denote the number of units of
product i backlogged at the end of period ¢, W} the work in progress (WIP) inventory of product i at
the end of period ¢, I} the amount of product i in finished goods inventory at the end of period ¢. The
stochastic optimization problem we seek to solve can now be stated as follows:

T 2
s Be |3 [mi(D]+SLa(6) - Si6) = (B -+ wiWi(E) + hT{(©) + siSH©)]
U t=1 i=1

st. Ri>0 @)

where the release quantities R = [R!] are the vector of decision variables, D} denotes the deterministic
demand and S}(&), Wi(€), and I} (£) represent the random variables whose values are evaluated by the
simulation model with the random seed £. Using Monte Carlo sampling (Shapiro 2003), we estimate the
expected total contribution of a release vector with the sample average of the fixed number of replications,
under the sample average approximation (SAA) framework (2015). Thus problem (2) can be rewritten as

1 m

where F(R, &) is the stochastic simulation output, m the number of calls to the simulation (replications)
at R and f(-,m) the sample average that is the new objective function.

Our initial experiments revealed that efficiently obtaining a globally optimal solution for this problem
is challenging. A high degree of noise in the simulated outputs requires a large number of replications to
obtain even moderately accurate estimates of the objective function value. This results in lengthy runs and
numerically unstable gradient estimates, greatly compromising their usefulness within the optimization.
We also encountered premature termination of sequential search procedures due to the presence of a large
number of local optima for the highly non-convex objective function. An effective solution procedure
for this problem must thus combine sufficient diversification to search a wide range of the solution space
efficiently with sufficient intensification to ensure that the solutions are at least locally optimal. Our first
choice for this study, building on our previous work for single stage systems (Manda and Uzsoy 2020),
was a genetic algorithm (GA). However, in addition to the high computation time the GA requires to
converge to a global optimum, the sample size used for sample averages may become insufficient to
provide sufficiently precise estimates of the objective function values as the search approaches the critical
region, further slowing convergence. We therefore also experiment with stochastic approximation (SA)
with finite-differences where the step size is in the direction of the steepest descent with a pre-defined
length aj. The recursion at iteration & is then

Riy1= Ry — a;Vf(Ry), )
with aj, decreasing at a rate no faster than 1/k, and Vf (Ry) denoting the approximated gradient computed

using finite differences at the incumbent solution Rj. One can also approximate the gradient with
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simultaneous perturbations (Spall et al. 1992), which can save some evaluations but results in slow
convergence due to the added bias. Finally, using information from past iterations in addition to the most
recent one can reduce the effect of the noise in the search direction (Byrd et al. 2016) through incorporating
approximated Hessian values By, that are updated separately, i.e.,

Ry1 = Ry — a;.B; 'V f(Ry), &)

where By, denotes the approximated Hessian that can be updated with computationally cheap methods such
as BFGS or its limited memory counterparts (Liu and Nocedal 1989). The GA and SA can be viewed as
complementary approaches. Operating with a population of solutions, the GA can search a wide area of the
solution space in each iteration, providing excellent diversification. However, once a promising region of
the solution space has been identified, it may fail to exploit the region thoroughly. In contrast, SA searches
the neighborhood of an incumbent solution intensively, but can fluctuate heavily due to variability in the
gradient approximation and terminate in a local optimum far from the global optimum.

3.2 Solution Procedure

In each experiment, we first execute the simulation optimization algorithm of interest, henceforth solver, until
termination with an initial solution Ry and m fixed random number streams (seeds) £ = {¢; 1, a process
known as common random numbers (Fu 2015), to reduce the variability in the optimization. In addition to
the random number seeds for the simulation, we also specify those for the solver, due to its stochasticity,
denoted by ¢ = {(g}ngl. Each random number seed for the solver constitutes a macro-replication that
produces a single solution Rj;(&). We thus report L solutions for each solver and compute the mean and
95% confidence interval of their evaluated objective function, assuming normality with sufficiently large
L. The evaluated objective function uses a fresh set of seeds &' = {¢, 2111 to call the simulation at each
reported solution and estimate f(R; (&), m') following the computation in (3), where m’ is the number of
post replication seeds. The purpose of this post-processing step is to avoid optimization bias in the original
estimates at the solution points (Mak et al. 1999). The termination criterion in this paper is the maximum
number of iterations, although one can also specify a maximum simulation budget or maximum clock time.

4 Numerical Experiments

We begin this section by providing some details of our implementation of the GA to the simulation
optimization problem described in Section 3, for which we used the GA Toolbox in MATLAB. Following
extensive preliminary experiments, we set the population size to 240, the elite count to 25 and the crossover
probability to 0.7; mutation, scale and shrink and migration options are left at their default values. The
release vectors for the initial population are generated by randomly perturbing the demand data (Manda
and Uzsoy 2018), and the algorithm is terminated after 40 generations. Using the Parallel Computing
Toolbox of Matlab to parallelize the function evaluations required for each chromosome on an Intel Xenon
processor equipped system with 64 cores, one generation of the GA requires 18 minutes of CPU time
with a population size of 200. Due to the high level of noise encountered in the simulation output, we
use m; = 30 simulation replications to estimate the objective function value for each candidate solution
corresponding to a release vector.

We performed 10 independent macro-replications of the GA with independent random number streams
for each of the experiments. At the end of each GA run, the release vector obtained was subjected to
the post-processing procedure to eliminate optimization bias. We report the average TC value for each
experiment along with a confidence interval constructed using the results of the ten runs.

We consider a product transition in which demand for a mature product is replaced by that for a new
product over a 15 period planning horizon. As each period represents four weeks, the total planning horizon
is about two and a half years. The values of the learning parameters in (1) for the learning station are the
same in both the experiments, with Q*(n) = 60,Q3(n) = 5, and o = 0.004. Demand for Product 1 is
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Table 1: Estimated Total Contribution in LBB and LAB Experiments for 10 macro-replications

GA Result RED Result

Experiment | Mean 95% CI Mean 95% CI
LAB 83510 | [82900, 84120] | 70223 | [68681, 71765]
LBB 84127 | [83884, 84370] | 74060 | [73009, 75111]

600 units in periods 1 through 5, 300 units in period 6, and O thereafter. Demand for Product 2 is 0 in
periods 1 through 5, 300 in period 6, and 600 thereafter. Cost parameters for both products are identical
and time-stationary with 7} = 10, s{ =5, wi =2 and h! =3 forallt = 1,--- ;T and i = 1, 2.

To examine how the location of the learning station impacts the performance of the line, we conduct
two experiments where the learning station n is located upstream of the bottleneck (Experiment 1) and
downstream of it (Experiment 2). As a benchmark we use the Releases Equal to Demand (RED) policy,
where the releases in each period are set equal to the demand for that period.

4.1 Experiment 1: Learning Station Before Bottleneck (LBB)

In this experiment, which we shall refer to as LBB, Product 2 causes disruptions at Station 2. The processing
times for both products at all stations, except Stations 2 and 5, are lognormally distributed with mean
pi(n) = 60 minutes and standard deviation o(n) = 5 minutes for i = 1, 2. Station 2 has a mean processing
time of p!(2) = 50 for Product 1 and ;2(2) = 42 minutes for Product 2 with standard deviation of 5 in
both cases. On average Q7(2) units of Product 2 are processed between engineering holds at Station 2,
and the average hold duration is P?(n) = 750 minutes. Station 5 has a higher mean processing time of
pi(5) = 60 minutes, and an average utilization of 89.2% when the line is producing only Product 1 (in
the early periods). When Product 2 is introduced, Station 2 becomes the bottleneck due to the engineering
interventions. As production experience is gained, the value of Q7(2) decreases, eventually shifting the
bottleneck back to Station 5 when p2(2) drops below 60 minutes. The average total contribution values
and their 95% confidence intervals for the ten GA macro-replications and RED are given in Table 1. The
results of three release vectors obtained by the GA are shown in Figure 1, and the average WIP at each
station over the 30 replications for both m (in optimization) and m’ (in post-processing) in Figure 2.

Under RED, the high processing time at Station 2 when Product 2 is introduced causes WIP accumulation
as seen in Figure 1, causing high cycle time and reducing total contribution by increasing backorders. As
the effective processing time improves with learning, throughput increases and WIP decreases. The GA
solutions, in contrast, release small amounts of Product 2 early in the horizon to permit learning at Station
2, improving its effective processing time and greatly reducing WIP buildup as seen in Figure 1.

4.2 Experiment 2: Learning Station After Bottleneck (LAB)

In this experiment, referred to as LAB, the new product induces engineering holds at Station 10, downstream
of the bottleneck, applying the parameter values for Station 2 in Experiment 1 to Station 10. The processing
time distributions for the other stations remain as in LBB. The average total contribution values for ten
GA macro-replications and RED are given in Table 1 and their releases and average WIP in Figure 1.

In this experiment RED has a higher TC and a smaller confidence interval than in LBB. When Product
2 is introduced, material moves through the line with very low variability until it reaches Station 10, while
the disruptions at Station 10 affect only Station 11, which operates at low utilization. Hence, the average
WIP is lower for RED in this experiment than in LBB. The TC values of the GA solutions are similar to
those in LBB. In Figure 1(c), we see an increase in the releases for the new product in the GA solution to
improve the effective processing time distribution. The similarity of the GA solutions for both experiments
is somewhat surprising considering the location of the learning station is near the end of the line and yielded
a better RED solution. The reasons for this behavior are examined in the next section.
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Figure 1: Release and WIP profiles for LBB and LAB experiments

4.3 Comparing the LBB and LAB Solutions

To examine the differences in behavior between LBB and LAB, the solutions for best GA solution fromm
each experiment are simulated for both locations of the learning station. We plot the average throughput
at key stations for both cases in Figure 2. In Experiment 1, throughput at Station 2, where the learning
takes place, lags behind the releases when Product 2 is introduced in large quantities after period 5. As
learning occurs, the throughput recovers and eventually exceeds releases, as the WIP buildup reduces idle
time due to flow variability, before settling at a level equal to the releases. In Experiment 2, where the
learning is at Station 10, throughput is equal to releases at Station 2, while Station 5 has the highest mean
processing time once learning is complete. Thus in LBB, the high cycle time at Station 2, combined with
the long processing time at Station 5, leads to loss of throughput at Station 5. In LAB, where material
flow to Station 5 is unobstructed, throughput at Station 5 closely tracks the releases, except in period 1
where it falls slightly behind because of the high release quantity.

In LBB, Station 10’s throughput remains consistent with that of Station 5. However, in LAB, where
learning takes place at Station 10, we see a drop in throughput slightly greater than that observed at Station
2 in LBB. Due to the time it takes for the releases in a given period to reach Station 10, the time available
at the station to produce throughput in a period decreases. Due to the exponential learning function this
lost output results in slower improvement, leading, in turn, to more lost throughput. Thus the drop in
throughput at Station 10 in LAB is higher than that at Station 2 in LBB.
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Figure 2: Average Throughput at Key Stations for LBB Solution

The GA solution from LBB expedites learning at Station 2 while avoiding overloading the system to
an extent that downstream stations, especially Station 5, see an increase in cycle time. This is achieved
by gradual releases of Product 2 in the early periods without exceeding the capacity of Station 5. This
ensures that the throughput at Stations 2 and 5 (and thus the rest of the line) remains quite similar. Thus
the impact of the variability at Station 2 on the downstream machines is reduced by managing the releases.
However, fewer units reaching Station 10, so when the learning machine is at Station 10, instead of Station
2, this release vector results in lower total throughput and, ultimately, lower TC.

The reason the GA solution of LAB performs better in LAB than in LBB can be seen in Figure 3. The
LAB solution seeks to push material through the system to speed up learning at Station 10. This is achieved
by higher releases of Product 2 in period 4 compared to the more gradual releases in the LAB solution. In
Experiment 2 with learning at Station 10, this does not cause any issues at Station 2 whose throughput is
equal to releases. In Experiment 1, however, this sudden increase in releases causes throughput at Station
2 to lag behind releases. At Station 5, the drop in throughput is further exacerbated by the increased flow
variability due to the engineering holds at Station 2, causing increased cycle time and WIP. In Experiment
2 the decrease in throughput at Station 5 is far lower as there is very little variability in its arrival process,
allowing it to operate at high utilization without a drastic increase in cycle time. Thus, more units reach
Station 10, accelerating learning. While throughput at Station 10 still lags releases, it performs better than
LBB for this release vector. The LAB solution thus seeks to increase the throughput of Station 10 by
maximizing the output of the bottleneck (Station 5) without excessive WIP cost. In contrast, when Station 2
is the learning station, increasing releases merely increases the WIP in the line without benefit to learning.
Hence the LBB solution implements gradual releases of Product 2 to ensure that learning takes place with
minimal impact on the downstream machines.

We can draw some interesting conclusions from these two simple experiments. Firstly, as might be
expected, the location of the learning station in the line relative to the bottleneck has a strong impact
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Figure 3: Average Throughput at Key Stations for LAB solution

on performance. Having the learning station early in the production line, upstream of the bottleneck,
allows releases to easily reach the station, accelerating learning and improving the mean and variance of its
throughput. However, a learning station early in the line induces flow variability that leads to higher WIP
and longer cycle times at downstream stations, especially those operating at high utilization. A learning
machine downstream in the line takes longer to learn, as it takes material longer to reach it after release
into the line, especially if it must pass through a bottleneck.

Secondly, the results of the two experiments show that how releases should be managed depends on
the location of the learning station in the line. Unlike in a single stage system, releases need to be made
such that the cycle time of the line as a whole is kept in check. The complexity of accomplishing this in
a wafer fab with reentrant product flows is immediately apparent.

5 Solutions with Stochastic Approximation

While the GA described above yields results consistent with those from our previous work, its computational
requirements are quite substantial, to the point that it cannot be expected to scale up to larger fab simulations
with re-entrant flows. Some of this computational burden arises from the fact that a GA, while able to
quickly reach the neighborhood of a local optimum, often requires many iterations to converge to the local
optimum itself, especially with significant noise in the simulation outputs used as the fitness function.

To address this issue we sought to use SA to intensify the search locally with multi-starts to explore the
solution space. SA in its original form is a solver for continuous optimization problems and the decision
space in this study is integer based. However, since the magnitude of the product release vectors is in the
hundreds, we use a heuristic to enable the use of SA for this problem by scaling down the decision space
by 1000, which then resembles a continuous space. Then by experimenting with a number of perturbation
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Table 2: Multi-start SA mean and 95% confidence intervals across 10 macro-replications.

Initial point 1 2 3 4 5
LAB Mean 82260 22135 47119 34145 36373

C.I | [81625, 82895] | [20938, 23332] | [44385, 49852] | [30528, 37762] | [35938, 36807]
LBB Mean 82504 22011 31578 40842 32575

C.I. | [81689, 83320] | [21148, 22875] | [29345, 33811] | [38215, 43469] | [32069, 33081]

sizes in the scaled-down decision space and rescaling back to the original, we choose the best perturbation
size for this problem to be 3; that is,

[@f(Rk’ m)]l _ f(Rk + (5€i7 m)Q_é,f(Rk — (5ei,m)’

where [@ f(Rg,m)]; is the i-th element of the approximated gradient and e; is the i-th column of the
identity matrix. The step size is a decreasing function with the iteration number of the form aj, = 0.01k7°7.

For a comparison of SA and GA, we execute the SA with 5 start points. Each initial point experiment
starts with a randomly selected R and executes 10 macro-replications using the same seeds used in the
GA. At each R during the optimization, the average of m = 30 replications estimates the objective
function value, and the release vector at the final iteration of the SA for each macro-replication is evaluated
with m’ = 30 independent replications for post-processing. Both of these procedures use the exact same
seeds used in the GA. Table (2) provides the mean and 95% C.I. for the LBB and LAB experiments;
Learning Before Bottleneck (LBB) and Learning After Bottleneck (LAB). It is clear from the results that
the SA can achieve objective value close to GA solution given a good starting point (Initial point 1).
While we observe consistent decrease in the objective estimate, SA is only able to converge locally and
within a single trajectory it does not explore the broader solution space. The behavior of the algorithm
is susceptible to the small step size to avoid divergence. SA run time is competitive with GA, and good
starting points, tuned step size and perturbation size as well as more curvature information in the form of
an approximated Hessian are likely to speed the convergence and improve the solution quality. However,
due to the derivative-free nature of finite-differences, the computational effort of SA increases with the
dimension. Moving towards unbiased gradient estimators that are directly observed from the simulation,
and adaptive coordinate updates in finite-difference setting can reduce the computational cost.

6 Conclusions and Future Directions

This work lays the foundation for planning releases for multi-stage production systems during product
transitions. Our experiments show that the location of the learning station can have significant impact on
the performance of the line, and that this impact can be mitigated by carefully managing releases.

This work revealed a number of problem characteristics that render the use of simulation optimization
challenging. The problem is by its nature a finite-horizon, transient phenomenon, and high variability
induced by the learning results requires many simulation replications to obtain accurate estimates of system
performance for a given solution. The problem is highly non-convex, with many local optima, requiring a
high level of diversification across the solution space for a near-optimal solution to be found. This imposes
a high computational burden on any search-based optimization procedure.

This work represents an early stage of research in this area and opens up several directions of future work.
A more detailed experimental design with different learning rates, costs, bottleneck utilization, and especially
re-entrant product flows, is needed. The current paper focuses entirely on learning by experience; another
direction for future work is to incorporate learning by experimentation through engineering lots, targeted at
specific stations, and how different stations should be targeted optimally for improvement using engineering
lots. An important direction for future work is the exploration of improved simulation optimization methods.
While initial experiments with an SA method shows success, further experimentation is needed with different
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parameter combinations to understand the applicability of the method for this problem. Another possible
area of exploration is trust-region methods (Nocedal and Wright 2006). These methods define a region
around the current iterate within which the model is considered to be an adequate representation of the
the objective function and then choose the direction and length of the step simultaneously. A potential
candidate in this class of methods is a derivative-based stochastic trust-region algorithm called Adaptive
Sampling Trust-Region Optimization (ASTRO) (Vasquez et al. ). This algorithm generates iterates that are
guaranteed to converge almost surely, to a first-order or a second-order critical point of the objective function
by incorporating adaptively sampled function and gradient estimates within a trust region framework.
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