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ABSTRACT 

In this paper, we study the impact of critical queue time (CQT) constraints in semiconductor wafer 
fabrication facilities (wafer fabs). Process engineers impose CQT constraints that require wafers to start a 

subsequent operation within a given time window after a certain operation is completed to prevent native 
oxidation and contamination effects on the wafer surface. We equip dataset 2 of the SMT2020 testbed 
with production control logic to avoid CQT constraint violations. Therefore, two different CQT-aware 
dispatching rules and a combination of a lot stopping strategy with these rules are proposed. The effect of 
the production control strategies is investigated by means of a simulation study. We show that the number 
of CQT violations can be reduced without large deteriorations of global performance measures such as 

cycle time and throughput. 

1 INTRODUCTION 

Semiconductor wafer fabrication facilities (wafer fabs) are complex manufacturing systems that contain 
hundreds of complicated and expensive machines. Wafer fabs can be modeled as complex job shops with 
a number of unusual characteristics, including reentrant product flows, very large numbers of unit 
operations, and complex technological constraints (Mönch et al. 2013). In particular, in order to prevent 

native oxidation and contamination effects on the wafer surface, process engineers impose CQT 
constraints that require wafers to start a subsequent operation within a given time window after a certain 
operation is completed (Scholl and Domaschke 2000). While there is a broad agreement that the 
proliferation of CQT constraints results in much more difficult scheduling problems (Klemmt and Mönch 
2012; Jung et al. 2014), their effect on the performance of wafer fabs is hard to quantify. 

CQT constraints are already included into the routes of the simulation models that belong to the 

SMT2020 testbed (Kopp et al. 2020). However, no production control logic is proposed so far that is able 
to treat the CQT constraints in an appropriate way. In the present paper, we propose simple production 
control strategies for this situation and assess their performance using a simulation model of the 
SMT2020 testbed. The proposed strategies can serve as benchmarks for more sophisticated production 
planning and control strategies that take into account the CQT constraints in wafer fabs.  
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The rest of the paper is organized as follows. The problem is described in the next section. This 
includes a discussion of related work. The proposed production control approaches are described in 
Section 3. The simulation model used for the experiments is discussed in Section 4. The results of the 

conducted simulation experiments are presented and analyzed in this section too. Conclusions and future 
research directions are discussed in Section 5. 

2 PROBLEM DESCRIPTION 

2.1 Problem Statement 

CQT process segments are a disruptive feature of many modern wafer fabs. In this paper, a CQT segment 
is defined by an entrance operation and an exit operation for the set of all operations of a given product. A 

CQT violation occurs if the time span between the completion of the entrance step and the begin of 
processing of the exit step is longer than the prescribed CQT. It is likely that lots with violations of the 
prescribed CQT constraints have to be scrapped. Several CQT constraints are possible for the same route, 
i.e., the same product. We assume in this paper that overlapping, i.e. nested CQT constraints are not 
possible. However, the exit step of one CQT constraint can serve as entrance step of another CQT 
constraint. There is often an intra- and inter-CQT resource sharing, i.e., lots may share tools with other 

lots that are not constrained by CQTs or which are subject of other CQTs.  
There are several approaches to deal with CQT constraints. One extreme approach is to release a lot 

only in a CQT segment if all required tools are available. This approach, also known as reservation 
(Zhang et al. 2016), ensures of course that under several conditions no violation occurs. At the same time, 
expensive tool capacity is eventually wasted. A slightly more general approach allows only a prescribed 
number of lots within the CQT segment. If the given threshold number is reached the lots are stopped at 

the begin of the entrance operation. Since this approach is similar to the Kanban approach in 
manufacturing systems, we refer to it as Kanban-type stopping approach. But again due to the intra- and 
inter resource sharing and machine breakdowns it is not obvious how to set an appropriate threshold value. 
A low threshold leads to wasting capacity whereas a large value might result in many CQT constraint 
violations.  

Taking these challenges into account, we are mainly interested in proposing fairly simple dispatching 

strategies that take into account the length of the remaining CQTs. Moreover, when this approach still 
leads to many CQT violations, we are interested in combining it with a Kanban-type stopping approach. 
The strategies will be assessed by means of simulation experiments for dataset 2 of the SMT2020 testbed 
(Kopp et al. 2020). They can be used as a non-trivial benchmark for other more advanced approaches to 
respect CQT constraints. In a certain sense, this contributes to a more complete version of the SMT2020 
testbed. 

2.2 Related Work 

There are only a few papers that address CQT constraints between process steps in wafer fabs. CQT 
constraints are considered in detailed fab scheduling approaches. Constraint programming is used by 
Choung et al. (2000) in a situation where CQT constraints between two consecutive process steps 
including a batching operation exist. Mason et al. (2007) design and assess a non-dominated sorting 
genetic algorithm to address scheduling problems where CQT constraints occur. Yurtsever et al. (2009) 

propose problem-specific iterative heuristics to solve scheduling problems with CQT constraints for the 
diffusion area in wafer fabs. Klemmt and Mönch (2012) consider flexible flow shop scheduling problems 
with CQT constraints. A decomposition approach based on mixed integer linear programming (MILP) is 
proposed. MILP approaches are also considered by Jung et al. (2014) for diffusion processes with CQT 
constraints in semiconductor manufacturing. Kalir and Tirkel (2016) study the problem of scheduling 
preventive maintenance activities on tools within CQT such that CQT restrictions are not violated and the 
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overall throughput is maximized. A MILP formulation for this problem is provided. A cross-entropy 
heuristic is designed for the efficient solution of this scheduling problem. 

A list scheduling-type approach which also takes into account batching decisions is proposed for 

CQT-constrained wafer fabs by Zhang et al. (2016) and Pappert et al. (2016). Schedules are determined in 
an incremental manner on a lot-by-lot basis. Lots are stopped if a CQT constraint is violated according to 
the schedule. However, the interaction of local schedules for different tool groups in case of nested time 
constraints is not considered. CQT constraints between wet etch and furnace operations are discussed by 
Scholl and Domaschke (2000). A Kanban-type mechanism is proposed to form and start batches on the 
wet etch bench. However, only two consecutive operations are involved and determining an appropriate 

number of Kanban cards is challenging.  
Sadeghi et al. (2015) propose a sampling technique to estimate whether a given lot may satisfy the 

CQT constraints or not. A list scheduling technique with random selection of the operations to be 
scheduled next based on a disjunctive graph representation of the complex job shop is used to predict the 
completion time of a lot. In a series of papers, Lima et al. (2017), (2019), and (2020) refine this approach 
to estimate the probability that multiple lots released at the entrance of a given CQT segment leave the 

segment without violating the CQT constraints. While the approach itself is interesting, up to now it 
cannot answer the question which is the preferred combination of lots to be released when the lots have 
different types, priorities, and belong to different CQT constraints. 

3 PRODUCTION CONTROL APPROACHES FOR DEALING WITH CQT CONSTRAINTS 

3.1 CQT-aware Dispatching Schemes 

The main idea for the dispatching schemes consists in prioritizing lots that are within a CQT segment. If 

all lots in front a of certain tool group are not within a CQT segment the selection will be not affected. 

Otherwise, if there are also lots with an active CQT constraint these lots will be preferred. The choice of 

the next lot depends on how urgent is the lot with respect to the applied dispatching strategy.  

In the following, two dispatching strategies are proposed. Both schemes are similar to strategies that 

focus on meeting global due dates. However, the main difference is that both strategies refer to local dates, 

i.e. deadlines, caused by CQT-constrained process steps. 
The first approach works similar to critical ratio (CR)-type rules (Mönch et al. 2013). Once a lot enters 

a CQT segment by completing the entrance step (start date) s , the CQT will be added to determine the 

latest possible start time of the exit step n  (end date) without a CQT violation. We refer to this rule as 
queue time critical ratio (QTCR) rule. The QTCR index of lot j  is given as follows: 
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where t  is the current time and 
Q

j
d  is the end date according to the CQT of lot j . Here, nis   and n  

are the current and the exit step of the CQT segment of lot j , respectively, and ji
p  is the processing time 

of process step i  of lot j . If Q

j
dt   lots with only a small amount of slack are preferred, while lots that 

are already strongly delayed with many remaining process steps are preferred for td Q

j
 . A smaller index 

value of lots subject to a CQT constraint refers to a higher priority, while lots not belonging to a CQT 

constraint get a very high value by using for them an artificial 
Q

j
d  value  that is huge. 

The second dispatching scheme is slack-based. It prioritizes the lot with the smallest slack to start the 
next process step. This rule is called QTS rule. Here, for all process steps belonging to a CQT segment, 
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the dates for starting the steps are determined for a lot that enters the segment. The latest possible start 
time of the exit step n  (end date) is calculated as for the QTCR rule. If there exist one or more steps bet-
ween the entrance step s  and the exit step n , the dates for starting these steps will be computed as 

follows: 
 

1. Estimate the total waiting (TW) time for all steps, i.e. the sum of waiting, transport, setup, and 

unloading/loading time, based on the processing time using local process step-specific flow 

factors (FF). The ji
FF  values are calculated as the ratio of the average cycle time of all lots of 

product j and step i  and the corresponding processing time 
ji

p . The TW  value of process step 

nis,i   of lot j  is given by 

 

           .pFFTW
jijiji

1: −=         (2) 

 

2. Estimate the time span between the completion time of the entrance step s until the latest start 

time of the exit step n  of lot j  by 
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3. Determine the ratio of the cycle time per step and the time span from Step 2 for all process steps 

before the exit step, i.e., we obtain for process step nis   

 

           ( ) .TTpFF:Ratio
jjijiji

=        (4) 

 

Moreover, we set jjnjn
TTTWRatio =  for the exit step. We clearly have .Ratio

ji
10   

4. Compute the fraction of CQT, abbreviated by FCQT, that is allocated to process step nis   of 

lot j  by multiplying the ratio and CQT, i.e.  

          ( ) .RatioCQTi,jFCQT
ji

=:        (5) 

 

5. Calculate the latest starting time for process step i  by  
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without violating the CQT. Here, js
C  is the completion time of the entrance step s . We observe 

that we have CQTCd
jsji
+=:   for the exit step n   

The local FF values are required to incorporate appropriate estimated TW times. Thus, they ensure 

that an appropriate portion of the overall CQT is allocated to a given process step. The local FF values are 

determined from long simulation runs. The smallest ji
d  value for all lots waiting for a tool group refers to 

the highest priority, and lots that are not subject to a CQT constraint get a very high value. 

3.2 Combining Stopping Strategies with CQT-aware Dispatching 

A stopping strategy makes sure that no further lots will be released into specific CQT segments if certain 
conditions are fulfilled. That means that lots waiting in front of a tool group corresponding to an entrance 
step of a CQT segment of the lots are not chosen for processing, i.e., they are on hold. The proposed 

stopping strategy does not rely on a single threshold number of lots for each individual CQT segment 
since such an approach does not account for the possible intra- and inter-CQT resource sharing.  
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Longer waiting times are caused by a larger number of lots waiting in front of a tool group. Moreover, 
there are also waiting lots that are not subject to CQT constraints, i.e., they are irrelevant for the CQT 
segments. Therefore, only lots subject to a CQT are counted for the threshold. The threshold is the 

maximum number of CQT lots before a tool group that can be processed there to make a trade-off 
between CQT violations and wasting capacity. Based on these insights, our stopping strategy considers 
maximum threshold numbers of lots subject to a CQT constraint individually for each tool group of a 
CQT segment. It must be combined with a CQT-aware dispatching strategy since the tools are shared by 
CQT-constrained and –unconstrained lots. 

Two threshold values are used for each tool group. The first one refers to the number of constrained 

lots directly in front of the tool group including lots that are currently processed on the tools. The second 
threshold adds to the first threshold the number of all lots which are currently in CQT segments on steps 
before the process step that corresponds to the tool group. That means that the second threshold 
incorporates also upstream lots. If at least one threshold value is reached or exceeded for a tool group, no 
lot will be released into all CQT segments related to this tool group, i.e., before the entrance step of a 
CQT segment is processed for a lot, all tool groups that belong to this segment are checked. The threshold 

values will be ignored if the lot leaves a CQT segment, i.e., the exit step of the current segment is the 
entrance step of the next consecutive segment. Setting appropriate threshold values is a non-trivial task, 
the values depend on factors like number of tools in a tool group or the processing times. 

4 SIMULATION EXPERIMENTS 

4.1 Simulation Model 

Dataset 2 of the SMT2020 testbed is used within the experiments. It represents a low-volume/high-mix 

wafer fab. Ten products with routes having 242 up to 583 process steps are included. The model contains 
105 tool groups with a total of 913 tools. Exponentially distributed tool breakdowns and time-based as 
well as counter-based preventive maintenance (PM) are considered. Important additional features of 
modern wafer fabs are modeled, such as cascading tools, batch processing tools, tools with significant 
sequence-dependent setup times, and lot-to-lens dedications for the steppers. Moreover, reentrant process 
flows with up to 44 mask layers exist in the dataset. In addition, for all ten products CQT segments are 

included in the model with up to 42 segments per product. All lots have 25 wafers. 1,000 wafers per 
product are released per week, i.e. a total of 400 lots, that leads to a target bottleneck utilization of around 
97% for some tool groups in the lithography area. 2.5% of all lots are hot lots with a higher priority than 
regular lots (cf. SMT2020 Testbed 2020 for a detailed description of dataset 2).  

A baseline dispatching strategy, abbreviated by BASE, is applied that considers several criteria. It 
does not take into account CQTs. First, lots with a higher priority are preferred, while the priority of hot 

lots and regular lots are 20 and 10, respectively. Among lots with the same priority, lots with the smallest 
setup time are preferred. Hence, hot lots can trigger setups. Finally, the CR rule is applied. BASE is 
extended to deal with CQT constraints by incorporating the CQT-aware dispatching schemes from 
Subsection 3.1. However, especially hot lots will be chosen first regardless of lots with existing CQT 
constraints. The different components to determine which lot should be processed next are applied in the 
following order: 

 
1. Lot priority 
2. Least setup time 
3. QTCR/QTS 
4. CR. 

 

Batches are formed by determining a first lot according to the dispatching scheme. If more 
appropriate lots are available they will be used to fill the batch. The minimum batch size is respected. On 
the one hand, it is likely that a dispatching strategy that prefers CQT-constrained lots works well if among 
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the lots waiting in front of a tool group there are many lots without CQT constraints. On the other hand, if 
almost all lots in front of a tool group are CQT-constrained, a stopping strategy is desirable since a pure 
CQT-aware dispatching strategy is not able to differentiate between the lots and avoid CQT violations. To 

create such a more complex situation, new CQT segments are included in dataset 2 in addition to default 
segments of dataset 2 (cf. SMT2020 Testbed 2020). The additional segments contain process steps on the 
LithoTrack_FE_95 and LithoTrack_FE_115 tool groups with 40 and 41 tools, respectively. Both tool 
groups are formed by steppers and have a target bottleneck utilization of around 97%. All process steps 
related to these tool groups are within a CQT segment. Hence, the total number of segments for all 
products increases from 274 to 441 segments. The stopping strategy from Subsection 3.2 is applied 

together with the BASE, QTCR, and QTS dispatching schemes. The number of CQT segments of the ten 
products is summarized in Table 1. 

Table 1: Number of CQT segments per product. 

#CQT segments 
Product 

1 2 3 4 5 6 7 8 9 10 

default  30 39 42 26 12 28 25 21 24 27 

complex 50 61 65 43 23 41 39 37 39 43 

4.2 Design of Experiments 

The goal of a first series of simulation experiments is to study the impact of the CQT-aware dispatching 
schemes with respect to global performance measure values and CQT violations. We expect that the 
performance depends on the number and the complexity of interrelated CQT segments. The design of 
experiments is summarized in Table 2. 

Table 2: Design of experiments. 

Factor Level Count 

dispatching scheme BASE, QTCR, QTS 3 

CQT constraint setting default, complex 2 

# of independent simulation replications  10 

total # of simulation runs  60 

 

In a second set of experiments, we are interested in analyzing the impact of the applied stopping 
strategy in a situation with significantly more CQT segments, especially for the tool groups Litho-
Track_FE_95 and LithoTrack_FE_115. We expect that the performance depends on the threshold setting 
for these two tool groups. A high threshold value of 1,000 lots is used for all tool groups except for Litho-
Track_FE_95 and LithoTrack_FE_115 where tailored values are used. The applied threshold values are 
collected in Table 3.  

Table 3: Configuration of the stopping scenarios. 

Tool group 
Stopping scenario (first threshold value/second threshold value) 

none high medium small 

LithoTrack_FE_95 1,000/1,000 90/130 60/95 50/85 

LithoTrack_FE_115 1,000/1,000 90/220 70/150 55/125 

remaining tool groups 1,000/1,000 1,000/1,000 1,000/1,000 1,000/1,000 

The provided numbers refer to the first and second threshold value, respectively. Not a single stop can 
be observed when high threshold values are applied for all tool groups (none scenario). A total of 90 
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simulation runs is conducted since the stopping strategy is combined with all dispatching schemes. Again, 
ten independent simulation runs are performed for each factor combination. 

We report throughput (TH) values, i.e. the number of completed lots within the simulation horizon, the 

average cycle time (ACT) in days, and the percentage of on-time lots (%ONTIME). The fraction of 
violations relative to the total number of lots that complete a CQT segment is also reported. This quantity 
is abbreviated by %VL. In addition, the percentage of violations longer than 1 hour (%VL1h), 2 hours 
(%VL2h), and 4 hours (%VL4h) are gathered. Moreover, we measure the average duration of the 
violations (AVL) in hours and also the average earliness of lots with respect to the CQT constraints 
(AONT) in hours.  

A simulation horizon of two years is applied in all experiments. This includes a warm-up phase of one 
year which is excluded from the statistics for ACT values and %ONTIME. The simulation starts with 
initial WIP lots that align with the target bottleneck utilization. We provide average values based on the 
ten independent simulation replications. The experiments are performed using the commercial simulation 
engine AutoSched AP 11.3.0. The QTCR and QTS schemes and the stopping strategy are coded in the 
C++ programming language using customization features of the AutoSched AP software. 

4.3 Simulation Results 

The detailed simulation results for the different dispatching schemes for the default CQT situation are 
shown in Table 4. We group the results according to products and lot types. Production regular lots (PRL) 
for product i  are abbreviated by Lot i , whereas production hot lots (PHL) of product i  are indicated by 
Hotlot i .  

Table 4: Detailed simulation results for the default CQT constraint situation. 

Product/Lot type 

BASE QTCR QTS 

TH 
ACT 

(days) 

% 

ONTIME 
TH 

ACT 

(days) 

% 

ONTIME 
TH 

ACT 

(days) 

% 

ONTIME 

PL 

 

PRL 

 

Lot 1 3745 47.8 97.7 3746 47.5 98.8 3741 47.8 96.8 

Lot 2 3738 49.8 98.0 3739 49.5 99.0 3735 49.7 96.8 

Lot 3 3709 53.5 97.9 3710 53.2 99.0 3706 53.4 97.0 

Lot 4 3846 30.0 98.9 3844 29.9 98.8 3842 30.1 98.0 

Lot 5 3888 22.1 97.6 3889 21.9 98.1 3888 22.0 96.2 

Lot 6 3848 29.2 71.3 3844 29.1 71.6 3841 29.3 67.1 

Lot 7 3830 32.9 98.0 3833 32.4 99.9 3831 32.5 99.8 

Lot 8 3820 35.6 97.9 3818 35.5 98.8 3814 35.8 96.8 

Lot 9 3793 38.7 70.9 3793 38.5 71.0 3789 38.7 66.7 

Lot 10 3808 37.9 99.1 3807 37.8 98.8 3805 38.0 97.8 

PHL 

 

Hotlot 1 99 30.2 73.1 99 30.3 72.5 99 30.4 74.7 

Hotlot 2 99 32.6 73.7 99 32.7 73.8 99 32.6 75.6 

Hotlot 3 98 34.4 79.6 99 34.8 78.0 98 34.5 77.6 

Hotlot 4 100 20.2 82.8 101 20.3 82.0 101 20.3 81.1 

Hotlot 5 101 14.4 85.7 101 14.3 86.1 101 14.4 85.2 

Hotlot 6 101 17.9 85.1 101 18.1 82.7 101 18.1 83.9 

Hotlot 7 100 21.2 78.1 100 21.2 78.4 100 21.3 75.4 

Hotlot 8 100 22.7 78.2 100 22.7 78.8 100 22.7 78.0 

Hotlot 9 100 23.5 79.1 100 23.6 79.9 100 23.6 78.0 

Hotlot 10 100 24.8 77.7 100 24.7 79.7 100 24.6 78.0 

Next, we provide aggregated, not product-specific simulation results for both the default and the 

complex CQT situations with respect to the lot types in Table 5. The results are grouped according to 
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PRL and PHL. We also provide results for the CQT violations where we group them into the Litho, rest, 
and total CQT segment sets. The latter consists of all CQT segments, while Litho refers to all segments 
that include the LithoTrack_FE_95 and LithoTrack_FE_115 tool groups. Rest is the set difference of total 

and Litho. 

Table 5: Simulation results for the default and complex CQT situation. 

Scheme Lot type TH 
ACT 

(days) 

% 

ONTIME 

CQT 

Setting 

% 

VL 

% 

VL1h 

% 

VL2h 

% 

VL4h 

AVL 

(h) 

AONT 

(h) 

Default CQT situation – None stopping scenario 

BASE 
PRL 3802 37.7 92.7 

Litho 18.6 16.4 14.5 11.5 1.46 3.22 

Rest 17.4 15.4 14.0 11.7 1.99 2.17 

PHL 100 24.2 79.3 Total 17.5 15.6 14.1 11.7 1.92 2.31 

QTCR 
PRL 3802 37.5 93.4 

Litho 1.2 0.8 0.6 0.4 0.06 4.19 

Rest 10.6 8.8 7.4 5.5 0.81 2.31 

PHL 100 24.3 79.2 Total 9.4 7.7 6.5 4.8 0.71 2.56 

QTS 
PRL 3799 37.7 91.3 

Litho 1.1 0.7 0.6 0.4 0.05 4.19 

Rest 10.5 8.8 7.4 5.5 0.83 2.32 

PHL 100 24.3 78.8 Total 9.3 7.7 6.5 4.9 0.73 2.56 

Complex CQT situation – None stopping scenario 

BASE 
PRL 3802 37.7 92.7 

Litho 25.6 21.8 19.4 16.0 2.71 1.96 

Rest 17.2 15.3 13.8 11.5 1.95 2.18 

PHL 100 24.2 79.3 Total 21.1 18.3 16.4 13.6 2.30 2.07 

QTCR 
PRL 3804 37.6 94.0 

Litho 16.7 9.9 6.4 3.4 0.57 1.87 

Rest 10.9 9.1 7.7 5.7 0.85 2.27 

PHL 100 24.4 77.6 Total 13.6 9.4 7.1 4.6 0.72 2.09 

QTS 
PRL 3803 37.5 93.8 

Litho 17.2 10.2 6.6 3.4 0.58 1.89 

Rest 10.8 9.0 7.6 5.6 0.84 2.28 

PHL 100 24.4 77.6 Total 13.8 9.6 7.1 4.6 0.72 2.10 

Moreover, the results of the simulation runs for the different stopping scenarios based on the 
complex CQT situation are shown in Table 6. The aggregated ACT values of all dispatching schemes for 
PRL are provided in Figure 1 where we group the results according to both CQT situations and all 
stopping scenarios. The percentage of violations for the lithography CQT segments is shown in Figure 2. 

4.4 Discussion of the Simulation Results 

We see from Table 4 that the obtained performance measure values are very similar for all dispatching 
schemes. At the same time, considering the CQT violation results from Table 5 we observe much better 
results when QTCR or QTS are applied instead of BASE. We have to state that a deterioration for these 
performance measure is observed from some preliminary simulation experiments for dataset 1, a high-
volume/low-mix wafer fab, with only two products when QTCR or QTS is used. This behavior is mainly 
caused by applying the First In First Out (FIFO) dispatching rule that replaces the CR rule applied in 

dataset 2. 
In the complex CQT situation with considerably more CQT segments, we see from Table 5 that for 

all dispatching schemes more violations occur, especially for the lithography segments. The ACT values 
are still very similar when QTCR or QTS are used (see Table 5 or Figure 1). Moreover, the CQT-related 
performance is worse with BASE. We observe from Figure 2 that the percentage of violations for 
lithography segments is much higher in the complex situation. For instance, the %VL values for QTS 

increases from 1.1% in the default situation to 17.2% in the complex situation for the lithography CQT 
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segments, while the corresponding value only increases from 10.5% to 10.8% for the remaining segments 
(rest) (see Table 5). This behavior is caused by the fact that the treatment of lots within these segments is 
more difficult since all process steps on LithoTrack_FE_95 or LithoTrack_FE_115 are within a CQT 

segment. Thus, long waiting times due to long queues in front of these tool groups are caused by lots that 
are subject of CQT constraints. The stopping strategy can be used to limit the number of waiting lots. 
Table 6 and Figure 2 show that the defined threshold values of the different stopping scenarios lead to 
better results with respect to the number of violations for all dispatching schemes.  

Table 6: Simulation results for the different stopping scenarios in the complex CQT constraint situation. 

Scheme 
Lot 

type 
TH 

ACT 

(days) 

% 

ONTIME 

CQT 

setting 

% 

VL 

% 

VL1h 

% 

VL2h 

% 

VL4h 

AVL 

(h) 

AONT 

(h) 

High stopping scenario 

BASE 
PRL 3806 37.6 93.1 

Litho 23.6 19.4 16.9 13.5 2.14 1.99 

Rest 17.0 15.0 13.6 11.3 1.92 2.18 

PHL 100 24.2 79.8 Total 20.0 17.1 15.2 12.4 2.02 2.09 

QTCR 
PRL 3803 37.6 93.3 

Litho 10.7 5.5 4.1 2.9 0.45 1.95 

Rest 11.0 9.2 7.8 5.8 0.85 2.27 

PHL 100 24.4 77.6 Total 10.9 7.5 6.1 4.4 0.67 2.12 

QTS 
PRL 3800 37.5 94.1 

Litho 12.6 5.8 4.0 2.8 0.46 1.95 

Rest 10.8 9.1 7.7 5.8 0.85 2.28 

PHL 100 24.4 78.5 Total 11.6 7.5 6.0 4.4 0.67 2.12 

Medium stopping scenario 

BASE 
PRL 3732 47.0 0.5 

Litho 17.1 13.5 11.4 8.7 1.36 2.26 

Rest 13.0 11.5 10.3 8.6 1.45 2.26 

PHL 100 24.4 77.3 Total 14.9 12.4 10.8 8.6 1.41 2.26 

QTCR 
PRL 3803 37.7 93.8 

Litho 6.9 4.7 3.7 2.7 0.41 2.21 

Rest 11.0 9.2 7.8 5.8 0.85 2.27 

PHL 100 24.4 77.6 Total 9.1 7.1 5.9 4.3 0.64 2.24 

QTS 
PRL 3800 37.6 93.6 

Litho 7.1 4.7 3.8 2.6 0.41 2.21 

Rest 10.8 9.0 7.6 5.6 0.83 2.28 

PHL 100 24.4 77.6 Total 9.0 7.0 5.8 4.2 0.63 2.24 

Small stopping scenario 

BASE 
PRL 3598 63.5 0.1 

Litho 13.7 10.3 8.5 6.4 1.05 2.40 

Rest 12.3 10.8 9.8 8.1 1.42 2.28 

PHL 100 24.5 76.7 Total 13.0 10.6 9.2 7.3 1.24 2.34 

QTCR 
PRL 3800 38.4 89.5 

Litho 6.1 4.3 3.5 2.5 0.39 2.43 

Rest 10.7 9.0 7.6 5.7 0.83 2.27 

PHL 100 24.5 77.2 Total 8.6 6.8 5.7 4.2 0.63 2.35 

QTS 
PRL 3797 38.4 89.9 

Litho 6.1 4.3 3.5 2.5 0.39 2.43 

Rest 10.7 8.9 7.6 5.7 0.84 2.28 

PHL 100 24.5 76.8 Total 8.5 6.8 5.7 4.2 0.63 2.35 

The ACT values are almost the same in the case of a fairly high, but restricting threshold value. 
However, the applied dispatching scheme is crucial if smaller threshold values are used. We can see from 
Figure 1 and Table 6 that the ACT values for PRL using BASE are very large in the medium scenario, 

while the ones from QTCR and QTS are still almost on the same level. In the small stopping scenario, the 
global performance is the worst for QTCR and QTS compared to the remaining stopping scenarios. But 
the smallest percentage of violations is observed in this situation (see Figure 2). Note that violations 
might be caused by other factors, for instance the batch minimum. If the threshold values are even smaller 
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than in the last situation, this results in very high ACT values for QTCR and QTS since too long queues 
occur before the entrance step of the corresponding CQT segments. 

Figure 1: Average cycle time in days for PRL. 

Figure 2: Percentage of violations for lithography CQT segments. 

We can see from the results depicted in Figures 1 and 2 that the combination of the stopping 
mechanism with the CQT-aware dispatching schemes works better than with the BASE strategy that 

neglects CQT constraints. Because, on the one hand, the percentage of violations is better due to the 
prioritization of the lots. On the other hand the latter treatment leads to an accelerated resolution of 
stopping situations. Therefore, smaller threshold values can be used by ensuring appropriate ACT values 
at the same time. For instance, the ACT values for QTCR are very similar for the high and the medium 
stopping scenario, e.g. for PRL it merely raises from 37.6 to 37.7 days (see Table 6). Even with small 
threshold values, the ACT values of PRL only increases to 38.4 days for QTCR (see Figure 1). In contrast, 

if the BASE strategy is applied in combination with the stopping strategy we see from Table 6 that the 

1822



Kopp, Hassoun, Kalir, and Mönch 
 

 

ACT values of PRL increase from 37.6 days to 63.5 days for the high and the small stopping scenario, 
respectively. Finally, we see from Tables 5 and 6 that the ACT values of hot lots are almost the same in 
all situations. This is an expected behavior that is caused by the described dispatching strategy that prefers 

hot lots. Overall, we see from the tables and the figures that the CQT-aware dispatching schemes lead to 
very similar results in both CQT situations and for all stopping scenarios with respect to global 
performance measure values and CQT violations. 

5 CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS 

In this paper, we studied the behavior of a wafer fab with CQT constraints under different CQT-aware 
dispatching and lot stopping strategies. Therefore, we used one of the simulation models of the SMT2020 

testbed. The two proposed dispatching strategies take into account the length of the remaining time 
window. They were able to eliminate the CQT constraint violations to a large extent if the number of 
CQT constraints is not too large. We demonstrated by simulation experiments that an additional stopping 
strategy in front of the work centers where CQT constraints arise was beneficial if the number of CQT 
constraints is large. In this situation, the combination of stopping and the proposed dispatching strategies 
was beneficial, i.e., we were able to avoid a large portion of the CQT constraint violations while the 

corresponding ACT and TH values were only slightly changed. 
There are several directions for future research. First, it is desirable to tackle the problem of setting an 

appropriate number of Kanbans for the CQT segments of a wafer fab. We believe that this can be done 
based on simulation-based optimization. Moreover, the SMT2020 simulation models and the proposed 
production control strategies can be used to assess deterministic scheduling approaches that are able to 
consider CQT constraints in a rolling horizon setting, i.e., the schedules are executed in the simulation 

model.  
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