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ABSTRACT

Conceptual models play an important role in conducting simulation studies. A formal or at least explicit
specification of conceptual models is key for effectively exploiting them during simulation studies and
thereafter, for interpreting and reusing the simulation results. However, the perception of conceptual models
varies strongly and with it possible means for specification. A broad definition of the conceptual model,
i.e., as a loose collection of early-stage products of the simulation study, holds the potential to unify
existing definitions, but also poses specific challenges for specification. To approach these challenges,
without claiming to be exhaustive, we identify a set of products, which includes research question, data,
and requirements, and define relations and properties of these products. Based on a cell biological case
study and a prototypical implementation, we show how the formal structuring of the conceptual model
assists in building a simulation model.

1 INTRODUCTION

The conceptual model plays an important role in conducting simulation studies, which is documented in
various life cycle models (Balci 2012; Sargent 2013). However, no unanimous definition of conceptual
model does exist for modeling and simulation (Fujimoto et al. 2017).

In other areas of computer science, and in particular in software engineering, widespread agreement about
the definition and specification of conceptual models has been established. There the conceptual model refers
to identifying the software structure, important operations and interfaces, before the technical realization
and development of algorithms (Schewe and Thalheim 2005). Common methods for conceptualization are
ER diagrams, Petri nets, state charts, flow charts, or algebras. Some of these approaches are sophisticated,
formal modeling languages such as Petri nets, whereas others such as UML have a rather ambiguous
semantics that is open to interpretation (Thalheim 2010). The decision on which method to use largely
depends on the task at hand as well as experience and common practices.

In the modeling and simulation community, the perception of conceptual models varies strongly. Be it
a rather narrow view that defines the conceptual model as an abstract model description (Nance 1994), or a
wider interpretation as loosely-coupled construct that integrates a variety of different artifacts (Balci 2012),
or even broader including the model’s context (Robinson 2008a). Another discussion is how to specify the
conceptual model and its parts. There the ideas range from informal specification using verbal narratives
and sketches (Grimm et al. 2020) to formal conceptual modeling languages (Guizzardi and Wagner 2012).

As a result of this dispute, so far little support for conceptual modeling does exist. In contrast, in
software engineering there is a long-standing research community for conceptual modeling (Embley and
Thalheim 2012). The efforts of that community are paying off, e.g., in automatic code generation, or
automatic regression testing and consistency checking. For simulation studies, thorough conceptual modeling
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can also enable automatic support of certain steps such as reuse and composition of models, or verification
and validation (Balci et al. 2011). However, “developing an engineering discipline of conceptual modeling
[in modeling and simulation] will require much better understanding of: 1. how to make conceptual models
explicit and unambiguous [...], 2. the processes of conceptual modeling [..., as well as] 3. architectures and
services for building conceptual models” (Fujimoto et al. 2017).

In this paper, we will focus on the first question, that is, how to make conceptual models, their parts,
and their relations explicit. Our approach aims at unifying the heterogeneous definitions of “conceptual
model” in modeling and simulation and the various ways of specification. The resulting, rich definition
of the conceptual model allows for automatic exploitation in supporting the building and analysis of the
corresponding simulation model due to incorporation of formal approaches, while maintaining flexibility
and ease of use. We also focus on a specific type of simulation study, namely those where the building of
a valid simulation model is in the focus of interest. Consequently, some parts of the conceptual model,
such as input data or behavioral requirements, will play a key role in the conceptual model as we define it.
Based on a cell biological case study and a prototypical wiki implementation, we will show how the formal
and explicit definition of the conceptual model assists in building a simulation model, and later discuss how
the collected information could be exploited.

2 PERSPECTIVES ON CONCEPTUAL MODELS IN MODELING AND SIMULATION

During a simulation study, the conceptual model assists the diverse problem analysis, model building and
experimentation activities. This is reflected in life cycle models such as Balci (2012) and Sargent (2013),
see Figure 1. If the ultimate goal of the simulation study is to obtain a valid simulation model from which
meaningful conclusions can be drawn, these activities are closely intertwined and the conceptual model as
well as the simulation model are repeatedly revised, changed, and validated.

However, despite its centrality for the modeling and simulation life cycle, no unanimous definition of
the conceptual model has been agreed upon (Robinson et al. 2015). Figure 2 summarizes the standpoints of
selected authors regarding the content of the conceptual model and its specification: whether it is interpreted
having a more narrow or wider scope, and whether it is seen as a formal or informal construct. In the
following, we will describe the work on conceptual models in more detail.

In early definitions, authors distinguished between the notions of conceptual model and communicative
model (Nance 1994; Fishwick 1995). The conceptual model was seen as vague and ambiguous, and typically
referred to concepts in the modelers mind, whereas the communicative model referred to an informal
representation of these concepts.

Other authors concentrate on formal languages for specifying conceptual models, which may then be
automatically transformed into a computerized model, e.g., based on Petri nets or DEVS, thereby obscuring
the line between conceptual and computerized model (Guizzardi and Wagner 2012; Cetinkaya et al. 2012).
Typically, these types of conceptual models are applicable only to specific types of problems, and the
expressiveness is constrained by the underlying formalism.

Balci (2012) describes the conceptual model as a “repository of highlevel conceptual constructs and
knowledge specified in a variety of communicative forms (e.g. animation, audio, chart, diagram, drawing,
equation, graph, image, text, and video) intended to assist in the design of any type of large-scale complex
M&S application.” In Balci’s definition these conceptual constructs all refer to the simulation model itself,
and are kept separate from artifacts that refer to the context of the simulation model, i.e., the problem
formulation, objectives, and requirements. Sargent (2013) provides a similar, however shorter, definition.

In contrast, Robinson (2008a), Robinson (2008b) subsume all these different artifacts under the term
conceptual model, as all of them, including research questions, requirements, etc., are useful for conducting
the simulation study. Robinson also identifies further contents of the conceptual model that should be made
explicit: general project objectives regarding, e.g., visualization or simulation speed; model inputs, outputs,
as well as used data; scope, level of detail, assumptions, and simplifications; entities, activities, and what
modeling approaches to use; and finally justifications for each design choice. Pace (2000) identifies a
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similar list of important conceptual model parts. Both Robinson and Pace say that a partly formal approach
will be needed, however, neither give concrete suggestions for the notation of conceptual models.

Fujimoto et al. 2017 defines the conceptual model as a collection of early-stage products that integrate
and provide information and requirements for a variety of simulation study aspects. They advocate the
development of more explicit and formal conceptual models based on domain-specific languages, ontologies,
and other suitable knowledge representations. The problem, however, is that although many such formalisms
exist, they are not accessible to domain experts, and integration into the usual workflows is difficult.

The work on reporting guidelines for simulation models faces similar challenges (Monks et al. 2019;
Grimm et al. 2020). The ODD (Overview, Design concepts, and Details) protocol for example has recently
been extended to the context of simulation studies and now includes purpose and requirements (called
“patterns”) of the model, state variables, processes, design concepts, initialization, input data, and submodels.
However, reporting documents are typically created retrospectively to summarize the work done in a mainly
verbal format, whereas the activity of conceptual modeling accompanies the whole modeling process.

Looking at the published definitions of the conceptual model in Figure 2, narrow definitions of the
conceptual model use either formal or informal approaches exclusively. Wider definitions, on the other hand,
use a wider variety of specification formats, and thus are often semi-formal. However, there is a lack of wide
and formal approaches. In the artifact-based workflow by Ruscheinski et al. 2019 some of the discussed
conceptual aspects have been integrated with special focus on formally defined requirements, thereby
making this part of the conceptual model formally explicit and exploitable. However, it is a heavyweight
approach which also states something about the process of designing a conceptual model and how to store
it. We are aiming at a more lightweight approach for integrating the diverse parts of a conceptual model
using formal methods where applicable.

3 MAKING EARLY-STAGE PRODUCTS EXPLICIT

The aim of our research is to integrate all the different conceptual aspects and to make them explicit. At the
same time, we want our framework to explicitly support both formal and informal approaches, as both are
crucial for the conceptual modeling phase. Our definition encompasses the main artifacts research objective
obj, requirement req, approach appr, assumption assum, qualitative model qmo, and data or information
source src. In this section these artifacts and the relations between them are further identified and formalized.
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We define the conceptual model cmo as a tuple that comprises lists (denoted by ∗) of the different artifacts.

cmo = 〈obj∗,req∗,appr∗,assum∗,qmo∗,src∗〉

3.1 Research Objective

A simulation model is built for a system and an experiment to answer specific questions about the system
(Cellier and Greifeneder 1991). These questions, i.e., the research objectives, determine when a suitable
abstraction of the system of interest has been achieved. The objective obj is a tuple that integrates a number
of descriptions of the overall objective and its context. This, typically informal, specification of the objective
may be further substantiated by specific subgoals, called requirements. Thus, the objective contains a
list of links (denoted by @) to requirement artifacts req that express what observed phenomena shall be
reproduced by the simulation model. This approach is prominent in areas where the simulation models are
built for explanation rather than prediction.

obj = 〈descr∗,@req∗〉

A description descr is defined as multimedia object consisting of a type (such as text, images, or video),
a format and a tool for handling a description of that type, and finally the actual specification. Moreover,
links to src artifacts allow to set the objective into context, e.g., if the current study builds on previous work.
The description will be part of all the different ingredients of the conceptual model, and thus add flexibility
by allowing the use of different communicative forms as proposed in Balci’s definition of conceptual model
(Balci 2012).

descr = 〈descrType,descrFormat,descrTool,descrSpec,@src∗〉
descrType = ’text’ | ’image’ | ’video’ | . . . | ’other’

3.2 Requirement

Requirements usually refer to the output and thus the behavior of the simulation model. If the expected
behavior is expressed formally as a logic formula, e.g., the temporal logic MITL (Maler and Nickovic 2004),
it can be checked automatically via statistical model checking (Agha and Palmskog 2018) in a tool like
SESSL (Ewald and Uhrmacher 2014). The definition therefore contains, in addition to a general description,
the logicType, a tool for interpreting the logic specification (logicTool), and the actual (logicFormula). Note,
that we do not use a format here, since the syntax used to express logic formulas heavily relies on the
implementation at hand. However, often format and tool will be redundant information, and only the file
format would suffice. We, nonetheless, include both as sometimes the tool is crucial for exact reproduction
of simulation results.

Another type of behavioral requirement is to reproduce data, i.e., the requirement is directly linked to a
data source src that describes the intended behavior. The check, whether the output of the simulation model
is sufficiently close to the expectation, is often done by applying face validation.

However, requirements might also be more fundamental, and refer, e.g., to the performance of the
simulations, or to the choice of the modeling and simulation approach (Robinson 2008b). For example,
if spatial resolution plays a role, the modeling and simulation approach should take space into account
(Bittig and Uhrmacher 2010). If small numbers need to be considered, a stochastic approach based on
the Gillespie algorithm (Gillespie 1977) might be more suitable than a deterministic one. Also, for some
simulation studies the approach appr is determined from the project start due to other constraints.

Since links are bidirectional in our definition to allow tracing the origin as well as the usages of an
artifact, the requirement is linked to the objective it refers to. In many simulation studies there will be only
one objective, however, for larger projects multiple independent objectives could be formulated.

req = 〈descr∗,reqType,@obj∗〉
reqType = behavioralReq | @appr | . . .

behavioralReq = 〈logicType, logicTool, logicFormula〉 | @src | . . .
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3.3 Approach

The approach artifacts may refer to the modeling metaphor such as agent-based, population-based, reaction-
based, or event-driven systems (Page 1994). They may refer to the system dynamics that are deemed
most adequate such as discrete-event-based, discrete-stepwise, continuous or hybrid simulation (Zeigler
et al. 1995). If the system at hand exhibits spatial behaviors, a suitable spatial modeling approach has
to be selected. Sometimes, decisions about the modeling tools, like NetLogo for agent-based modeling
and simulation (Tisue and Wilensky 2004), have to be made at the conceptual level. Similarly, analysis
approaches such as experiment designs (Sanchez et al. 2018) have to be carefully selected beforehand.
This is important also for simulation studies that use models for prediction.

In a hybrid modeling and simulation setting it is especially important to make explicit which parts of
the simulation model each approach applies to. Therefore, the definition includes links to the different parts
of the qualitative model, i.e., the submodels, parameters, entities, attributes, and interactions. Again, a
description can be added to explicate and justify the choice of approach as well as the rationale behind it.

Since the reproducibility crisis of science, thinking about how to make the own research reproducible
and well-documented has become an important task in the modeling and simulation community (Dalle
2012). Therefore, approaches used for traceability should be selected at the beginning of a simulation
study to allow a documentation of the entire model building and experimentation process. Approaches
for traceability include reporting guidelines like STRESS (Monks et al. 2019) and ODD (Grimm et al.
2020), scientific- (Oinn et al. 2004) and artifact-based workflows (Ruscheinski et al. 2019), and provenance
(Ruscheinski and Uhrmacher 2017).

appr = 〈descr∗,apprType,apprConcept,apprFormat,apprTool,@req,

@qmo∗,@ent∗,@att∗,@act∗,@param∗〉
apprType = ’metaphor’ | ’dynamics’ | ’spatial’ | ’format’ | ’tool’ | ’analysis’ | ’traceability’ | . . . | ’other’

Some of the specified approaches are related to requirements, i.e., they are mandatory with respect to a
research objective or other project requirements. Most of these related requirements refer to the semantics of
the simulation approach, e.g., if a continuous-time Markov chain is required, we still could use a stochastic
process algebra, or a stochastic Petri net for modeling. In return, a specific format or tool may cover a
multitude of these concepts. Thus, in the definition of an approach, we always combine the specification
of a concept (here apprConcept) with a format or tool realizing it. To support the choice of approaches,
formats, and tools, an ontological classification will be required that structures the general concepts of
modeling and simulation (Guizzardi and Wagner 2012). Furthermore, uniquely identifying each concept
with an ontology tag would facilitate an automatic exploitation of the conceptual model.

3.4 Assumption

While requirements look at the expectations we have referring to the simulation study, and thus typically focus
on the output, the assumptions describe the starting point of a simulation study, its scope, and simplifications
that are made. Assumption therefore determine how the simulation results might be interpreted. Assumptions
assum can be stated more generally in the form of text, or specifically using mathematical formulas, which
could be interpreted, e.g., by a specific tool. The description of an assumption artifact can provide further
meaning and could include mathematical derivations. Assumptions may be derived from data, and thus
links to data and information source artifacts can be included.

The formulated assumptions may be related directly to individual entities and causal relations of the
system of interest. Therefore, the definition integrates links to the various parts of the qualitative model
specification. For example, in a chemical model one could assume that the overall number of phosphorylated
entities remains constant during the simulation, or one could make an assumption about the distribution of
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a parameter or attribute.

assum = 〈descr∗,assumType,assumFormat,assumTool,assumSpec,@src∗,

@qmo∗,@ent∗,@att∗,@act∗,@param∗〉
assumType = ’text’ | ’formula’ | . . . | ’other’

3.5 Qualitative model

The qualitative model is what nearly all literature about conceptual models expect from it, i.e., a list of
variables and the causal relations between those. The qualitative model qmo could be provided simply
as a sketch, in a simple rule-based formalism, or as a Boolean model using suitable tools or file formats.
In addition, we provide a means to make the important parts of the qualitative model such as entities,
attributes, and interactions explicit. This allows us to reference them in other parts of the conceptual model,
e.g., as part of assumptions and approaches, or map them to a specific data source. Our definition of the
qmo follows the epistemological categories of systems (Klir and Rozehnal 1990).

The qmo may be structured into a set of submodels, e.g., for multilevel (Maus et al. 2011) or multiscale
modeling (Hoekstra et al. 2019). Each submodel is also a qmo, i.e., a recursive definition is allowed.
Entities ent are specified such that they may be either simple variables (i.e., able to hold a single value), or
structured entities that may contain subentities and have attributes att (to be used in a compartment- or
agent-based modeling metaphor). Thus, an entity is characterized by a name, a description, a potential list
of subentities, and a list of attributes. Interactions act describe the dynamics of a system. An interaction
refers to one or more entities, and model parameters param such as rate constants. For a more complex
formalism that , e.g., supports the specification of the interaction type, stoichiometric matrices, or to make
initial states explicit, a suitable approach, format, or tool can be chosen.

qmo = 〈descr∗,qmoType,qmoFormat,qmoTool,qmoSpec,qmo∗,ent∗,act∗,param∗,@appr∗,@assum∗,@src∗〉
qmoType = ’text’ | ’sketch’ | ’rule-based model’ | ’boolean model’ | . . . | ’other’

ent = 〈name,descr∗,att∗,ent∗,@act∗,@appr∗,@assum∗,@src∗〉
att = 〈name,descr∗,attType,@appr∗,@assum∗,@src∗〉
act = 〈name,descr∗,@ent∗,@param∗,@appr∗,@assum∗,@src∗〉

param = 〈name,descr∗,value,unit,@act∗,@appr∗,@assum∗,@src∗〉

3.6 Data and information source

Data is central for simulation studies. Data can comprise input data, i.e., the input parameters of the
model such as rate constants, initial concentrations, etc. Data can be used for validation or calibration
of the simulation model, to establish a theory, or for illustration of a problem or process. Data may be
experimental data, i.e., obtained from real measurements, or data generated by other simulations, so to
support calibration or (cross-)validation.

But data that are helpful in conducting the simulation study may also be of a more general nature, and
thus called information src. These can reference, e.g., scientific literature, or scientific notebooks (Kluyver
et al. 2016). The description may provide additional information about the source, e.g., why a publication
was selected, or how a data set was created.

Data or information sources can be linked to the other parts of the conceptual model, e.g., an approach,
an assumption, or specific entities or parameters of the qmo. The sources thereby provide meaning to these
other artifacts as outlined in the previous subsections. In particular, each source artifact can be resolved to a
unique srcID such as a DOI or URL. Or, a local file can be uploaded, e.g., if data have just been produced
in own wetlab experiments, and therefore have not been published yet.

To support the analysis or display of the data and information sources, we also include the specification
of an appropriate file format srcFormat or tool srcTool. The choice of an appropriate tool for a specific file
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format may again be further supported by ontologies and other knowledge bases. However, the formatting
of data or information is a topic of its own, e.g., how to express observational data and their semantics
using standard formats.

src = 〈descr∗,srcType,srcRole,srcIdType,srcIdSpec,srcFormat,srcTool,@obj∗,@req∗,@appr∗,@assum∗,

@qmo∗,@ent∗,@att∗,@act∗,@param∗〉
srcType = ’experimental data’ | ’simulation data’ | ’literature’ | ’notebook’ | . . . | ’other’
srcRole = ’input’ | ’validation’ | ’calibration’ | ’theory’ | ’illustration’ | . . . | ’other’

srcIdType = ’DOI’ | ’URL’ | ’ISBN’ | . . . | ’other’

4 CASE STUDY: MODELING THE WNT SIGNALING PATHWAY

We exemplarily realize the proposed formal definition of the conceptual model in a prototypical implementation
based on MediaWiki. Using this wiki we build a conceptual model for a simulation study of WNT signaling
in human neuronal progenitor cells during early differentiation, following the storyline of (Haack et al.
2015). We show how the conceptual model can be developed alongside the simulation model, and therefore
is constantly revised and updated. Our wiki is publicly available for illustration and allows the interested
reader to export its pages to set up their own wiki (CMoWiki 2020).

4.1 Implementation as a Wiki

Wikis are a popular means for collecting, structuring, and sharing knowledge of all kinds. MediaWiki
is a free and open-source wiki engine which allows for simple web-based editing of information with a
well-known markup language (https://www.mediawiki.org). Extensions provide additional features, e.g.,
Semantic MediaWiki enables semantic annotations (Krötzsch et al. 2006), and Page Forms allows for easy
page creation and data insertion via forms.

First, after setting up a wiki named CMoWiki, the data structure has to be established. Therefore, we
create categories for each artifact type and other substructures such as the cmo, obj, req, descr, etc. We then
create properties for each individual input, e.g., logicFormula and logicTool, and define the input types, e.g.,
Text, Image, or Page for links to other artifacts. We thereafter create templates which relate inputs to the
categories, and define the page layout. Based on the templates, we create forms, allowing users to edit
pages in a graphical dialogue. After these preparatory steps, users can start creating pages and adding data.
For example, the user can add a new page of the category Conceptual Model using the corresponding form.
Figure 3 shows the main page of the Wnt Simulation Study, which contains individual sections for the
different artifacts of the conceptual model. In the first section, an objective called Main Objective has been
created, and further specified on the corresponding page, i.e., by adding a description. Also, a link to a
requirement has been added to refine the objective. Since in this snapshot the requirement page of Req1
has not been specified yet, the link is presented in red. By clicking on the red link, the modeler is directed
to the Create Requirement: Req1 form to enter information about the requirement.

4.2 Starting out - Development of Objective and Requirements

When first starting the simulation study, a particular focus is laid on membrane dynamics, in particular lipid
rafts. Lipid rafts are small domains in the membrane (microdomains) with high local concentration of
cholesterol, sphingolipids, and protein receptors. Therefore, the research objective is defined as: What is
the role of membrane lipid rafts on canonical Wnt signaling in human neural progenitor cells?

Based on this rather general objective, first behavioral requirements of the membrane processes can be
defined. For instance, lipid rafts typically cover 25−30% of the membrane, and therefore the concentration
of homogeneously distributed LRP6 within lipid rafts should stay between 25 and 30% of total LRP6
within any given time interval, whereas the concentration of the membrane-associated protein CK1y should

2359

https://www.mediawiki.org


Wilsdorf, Haack, and Uhrmacher

Figure 3: The Conceptual Modeling Wiki for creating, editing, and linking artifacts.

stay between 75 and 80%. We specify this requirement in the time interval of 60 to 720 minutes using
Metrical Interval Temporal Logic (MITL) (Maler and Nickovic 2004) as supported by the statistical model
checking module of SESSL (Ewald and Uhrmacher 2014):

φ1 = G(60,720)((OutVar(d lrp6)>= OutVar(lrp6)∗Constant(0.25))and
(OutVar(d lrp6)<= OutVar(lrp6)∗Constant(0.3)))

φ2 = G(60,720)((OutVar(d ck1y)>= OutVar(ck1y)∗Constant(0.75))and
(OutVar(d ck1y)<= OutVar(ck1y)∗Constant(0.85)))

To illustrate how these information are matched to our definition of the requirement artifact req, consider
the following filled tuple. However, note that actually all the formal definitions presented in Section 3 are
encapsulated in the data structure of the wiki implementation.

Req1 = 〈descr = 〈descrType = ’text’,descrFormat = ’ ’,descrTool = ’ ’,descrSpec = ’The distribution of...’, . . .〉,
behavioralReq = 〈logicType =’MITL’, logicTool =’SESSL’, logicFormula = φ1∧φ2〉,ob j = @Main Objective〉

4.3 First Data and Information Sources

A variety of data have to be collected as prerequisites to actually pursue the initially defined research
question in-vitro and in-silico (see Figure 4). Fluorescence microscopy data of in-vitro neural progenitor
cells, e.g., confirms the existence of lipid rafts, and a partial localization of the receptors within these
membrane structures. A second prerequisite and important data set for model calibration is obtained by
analyzing the protein concentration of β -catenin through immunohistochemistry. These in-vitro data confirm
that disruption of membrane lipid rafts in neural progenitor cells attenuates canonical Wnt signaling. Apart
from conducting these two experiments in the lab, a variety of literature is consulted and various conceptual
material is collected, such as parameter values from (Mazemondet et al. 2012), and the distribution of
LRP6 and CK1y from (Sakane et al. 2010). In the conceptual model, for each of the data sets a new src
artifact is created, e.g., the information about the β -catenin data looks like this:

BetaCateninData = 〈descr = 〈descrType = ’text’, . . . ,descrSpec = ’The analysis of...’,src = ’ ’〉,
srcType = ’experimental data’,srcRole = ’calibration’,srcIdType = ’DOI’,
srcIdSpec = ’https://doi.org/10.1371/journal.pcbi.1004106.s010’,
srcFormat = ’csv’,srcTool = ’MS Excel’, . . .〉

2360



Wilsdorf, Haack, and Uhrmacher

Figure 4: Microscopy data (A), parameter table of the intra-cellular Wnt model (B) adopted from (Mazemondet
et al. 2012), relative protein concentration of beta-catenin (C), and distribution of LRP6 and CK1y in
membrane lipid rafts (D), as depicted in Figure 1 and 2 in (Sakane et al. 2010).

4.4 Qualitative Model and Choice of Modeling Approach

In this study, the choice of the approach, i.e., the modeling formalism and the corresponding modeling tool,
is closely intertwined with the development of the qualitative model. At first, based on the available data, a
diagram identifying the main structures and reactions is built (see Figure 5). It becomes clear that due
to the previously defined objective and requirements a hierarchical, attributed modeling approach should
be used. In particular, nested entities are needed to represent the structure of the cell and the separation
of the membrane into individual lipid rafts; attributes are needed to account for the various binding and
activation (phosphorylation) states of proteins, such as the receptor LRP6. The rule-based modeling language
ML-Rules (Maus et al. 2011) supports all the desired features. Below, we show an excerpt of the more
detailed qualitative model specification, i.e., the specification of the entity LRP6, thereby making explicit
the related reactions, attributes, and information sources.

〈name = ’LRP6’, . . . ,att = 〈name = ’phos’, . . .〉, . . . ,act = 〈name = R2, . . .〉, . . . ,src = @Sakane et al. 2010〉
4.5 Assumptions

This simulation study relies on two existing simulation models (Lee et al. 2003; Mazemondet et al. 2012),
from which most assumptions are inherited. For example, according to Lee et al. the autocrine Wnt signal
W can be modeled as a negative exponential process which in the corresponding assumption artifact is

expressed using the formula: W =

{
0 , for t < t0
e−λ (t−t0), for t ≥ t0 .

4.6 Validating against Wet Lab Data

While developing and testing the first implemented version of the simulation model, we observe that the
given qualitative model and the assumptions do not suffice to reproduce the experimental results. In detail,
β -catenin concentration is increased at certain time points despite the disruption of the lipid rafts, which
means that the requirement associated with the objective cannot be met by the simulation model. This
indicates necessary changes in the conceptual model, e.g., by further experimental measurements, additional
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Figure 5: The qualitative model is provided as a diagram describing the submodels, entities, and reactions.

literature research, and possibly the definition of additional requirements. Indeed, in the follow-up study by
(Peng et al. 2017) it is shown how the simulation model was extended to resolve the problem. The explicit
representation of requirements and, based on this, the automatic generation of simulation experiments for
the revised model showed to be of high value.

5 DISCUSSION

Our approach advocates a broad interpretation of the conceptual model in modeling and simulation. Diverse
early-stage products of a simulation study can be made explicit and related to each other within the conceptual
model. This supports managing the documentation during the simulation study in a structured manner, and
should also facilitate later assessments of a simulation study and its results. Each early-stage product, be
this an objective, a requirement, an assumption, data, or the qualitative model, is captured by some form of
multimedia description, the “product” itself, and further means that help interpreting the product. Thus, in
the ideal case, products ship with a formal semantics, that enables an automatic interpretation by respective
tools for acting upon this semantics. E.g., if specified unambiguously with a clear semantics, requirements
(Ruscheinski et al. 2019) or hypotheses (Lorig 2019) can automatically be checked during the simulation
study. An unambiguous documentation of parameters can be used, e.g., for automatically setting up a
sensitivity analysis (Ruscheinski et al. 2018). Recording, maintaining and exploiting the different aspects
of the conceptual model promises to be particularly useful if various simulation models shall be developed.
It reveals implicit relations, as well as similarities and differences between the early-stage products of the
individual studies. Therefore, sharing conceptual models, e.g., through a wiki, can improve collaborative
development and community reuse of artifacts. While the current implementation and conceptualization
provide a good starting point for this, further case studies are required to develop and probe additional means
for formalization and evaluate their implications for conducting a simulation study more systematically and
effectively. Moreover, to be most valuable to modelers, our approach for conceptual modeling needs to be
integrated with other approaches for supporting simulation studies, e.g., for tracing provenance (Ruscheinski
and Uhrmacher 2017) or automatic experiment generation.
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