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ABSTRACT

Identifying all designs satisfying a set of constraints is an important part of the engineering design process. With physics-based simulation codes, evaluating the constraints becomes considerable expensive. Active learning can provide an elegant approach to efficiently characterize the feasible region, i.e., the set of feasible designs. Although active learning strategies have been proposed for this task, most of them are dealing with adding just one sample per iteration as opposed to selecting multiple samples per iteration, also known as batch active learning. While this is efficient with respect to the amount of information gained per iteration, it neglects available computation resources. We propose a batch Bayesian active learning technique for feasible region identification by assuming that the constraint function is Lipschitz continuous. In addition, we extend current state-of-the-art batch methods to also handle feasible region identification. Experiments show better performance of the proposed method than the extended batch methods.

1 INTRODUCTION

In many real-world problems, we wish to identify all designs satisfying a set of constraints. These feasible designs can be further analyzed, optimized, and refined in the design pipeline. This problem is common in engineering applications such as structure reliability analysis (Dubourg et al. 2013), factory optimization analysis (Bryan et al. 2006), environmental monitoring (Gotovos et al. 2013) and flight vehicle designs (Larson and Mattson 2012). In those problem settings, often the feasibility can be determined directly through (physics-based) simulations or measurements. However, such evaluations generally require considerable time and budget.

Metamodelling (also known as surrogate modeling) is a popular approach to limit the number of evaluations. A metamodel provides a compact approximation of the expensive simulator. Accordingly, metamodels and sequentially sampling techniques, also known as active learning, are useful to efficiently identify feasible designs.

Active Learning (AL) policies try to select the most informative observations for updating an existing belief. For instance, Bayesian optimization (BO) (Shahriari et al. 2015) is typically used to find the global optimum of an unknown function (Hernández-Lobato et al. 2014).

More formally, in feasible region identification problem, the aim is to accurately predict whether a given unsimulated candidate $\mathbf{x}_*$ is feasible, i.e., if its outcome $f(\mathbf{x}_*)$ is in a pre-specified range $[\alpha, \beta]$. The region where all candidates are feasible is denoted as level set (Gotovos et al. 2013), excursion set.
In this paper we follow the notion of (Knudde et al. 2019) by defining the feasible region $A$:

$$A := \{ x \in \mathcal{X} : \alpha \leq f(x) \leq \beta \}$$

Since a candidate can only be either feasible or infeasible, its feasibility can alternatively be represented by an indicator function: $I_A : \mathcal{X} \rightarrow \{0, 1\}$.

$$I_A(f(x)) = \begin{cases} 1 & \alpha \leq f(x) \leq \beta \\ 0 & \text{otherwise} \end{cases}$$

Without loss of generality, $f : \mathcal{X} \rightarrow \mathbb{R}$ is an unknown function defined on a compact subset $\mathcal{X} \subset \mathbb{R}^d$. In particular, the focus is on the case where $f$ is deterministic, although a stochastic example is also considered in Section 4.

Given the training set $D_n = \{x_n, y_n\}$, two Bayesian machine learning frameworks can be utilized. If the values in $y_n$ are discrete (e.g., Snoek 2013), the problem is a classification problem. In this work we are concerned with a continuous $f$. It can still be treated as a classification problem by applying the indicator function to $f$ specifying if constraints have been satisfied (Chen and Fuge 2018). However, it makes more sense to use $f$ directly if possible as it entails more information about the problem. The key reasoning behind this approach is that more information can be retrieved from the response of $f$, as continuous observations also provide a clue about how close the constraint boundary is (Gelbart 2015), and, hence, can also be exploited by AL strategies (Bryan et al. 2006, Picheny et al. 2010, Knudde et al. 2019).

An appropriate metamodel to approximate the continuous function $f$ with limited observations is Kriging (Forrester et al. 2008, Van Steenkiste et al. 2016, Rojas-Gonzalez et al. 2019). Kriging is also known as a Gaussian Process (GP) (Rasmussen 2003): $p(f) = \text{GP}(\mu, k)$, where $\mu : \mathcal{X} \rightarrow \mathbb{R}$ (assumed zero in this research) is the mean function, and $k : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ is the kernel. Assuming Gaussian noise on the observations: $p(y_i|f) \sim \mathcal{N}(0, \sigma_n^2)$, the posterior distribution of the latent function at a test point $x_s$: $p(f_s|D_n, x_s)$ is also Gaussian,

$$\mathcal{N}(K_{ns}^T(K_{nn} + \sigma_n^2 I)^{-1}y, K_{ss} - K_{ns}^T(K_{nn} + \sigma_n^2 I)^{-1}K_{ns})$$

while $\sigma_n^2$ is the variance of Gaussian likelihood, $K_{nn}$ is the kernel matrix between training samples $D_n$ and $K_{ns}$ denotes the kernel matrix between the training samples and the test point.

Various AL approaches have been proposed to identify the feasible region (Bryan et al. 2006, Picheny et al. 2010 , Chen and Fuge 2018, Knudde et al. 2019). In modern engineering simulation applications, the increasing complexity and high dimensionality of the problem necessitates the use of more data to accurately identify the feasible region. Despite the readily available computation resources, no feasible region identification algorithm has yet taken advantage of running simulations in parallel, that is, using batch active learning. Though some approaches have been proposed to tackle this problem, most contributions are restricted to the Bayesian optimization scope. Perhaps the most related approach is Gotovos et al. (2013), but their AL strategy is built on choosing samples from an existing set. AL for feasible region identification in a batch setting is still very much an open issue.

**Contributions** We contribute a new framework to identify the feasible region using AL in a parallel setting. We notice that common active feasible region identification techniques try to sample near the feasible boundary. With this intuition, we follow the approach of González et al. (2016) to leverage the general assumption (Alvi et al. 2019, Kim and Choi 2019, González et al. 2016, Malherbe and Vayatis 2017) that $f$ is a Lipschitz continuous function. As conveyed in Figure 1, by imposing an upper bound on the function gradient we develop a local penalization function to take the effects of the already selected batch samples into account. We extend several state-of-the-art batch AL methods (Zhan et al. 2017, Contal et al. 2013) for feasible region identification. We conduct numerical experiments on these methods and
show better performance of our method. The proposed batch AL method is developed for the entropy acquisition function of Knudde et al. 2019, however, it can also be used with other acquisition functions for feasible region identification.

\[ A := \{ x \in \mathcal{X} : 1 \leq f(x) \leq 1.5 \} \]

Figure 1: A 1 dimensional demonstration of batch AL to characterize the feasible region \( A \). By assuming the unknown function \( f \) is Lipschitz continuous, we can leverage the Lipschitz constant based exclusion cones to determine some exclusion regions (white area) centered at the three data points (red dots). Within these regions there is no chance for the function to pass any of the feasible boundaries without violating the Lipschitz continuity assumption. In a batch setting, these exclusion regions are incorporated into the acquisition function to avoid further sampling close to already selected batch samples.

The remainder of this paper is organized as follows: Section 2 provides a review on active learning for feasible region identification, as well as discusses existing approaches for batch active learning for regression problems. In Section 3, a novel batch active feasible region identification method is presented. The performance of the proposed methodology is benchmarked with a state-of-the-art acquisition function in Section 4. Section 5 concludes the paper.

2 RELATED WORK

2.1 Acquisition Functions For Feasible Region Identification

The core of model-based Bayesian active learning is the acquisition function, which quantifies how informative a new candidate sample might be. Picheny et al. (2010) propose a weighted integration mean square error strategy to measure the metamodel’s belief about the accuracy of the feasible region. Based on this measure a new sampling technique is developed by leveraging the fact that model variance is not affected by the function response at new data. In a classification setting, Houlsby et al. (2012) proposed Bayesian Active Learning by Disagreement (BALD) method, and demonstrate how it can be employed to actively learn a Gaussian Process classifier. A variant of the Probability of Feasibility (PoF) (Forrester et al. 2008) has been proposed by Kaintura et al. (2018), where the variance has been heuristically added to encourage exploring within the feasible region. To find the feasible region in an unbounded design space, an active expansion sampling technique is introduced by Chen and Fuge (2018). Recently, an information-based acquisition function (Knudde et al. 2019) has also been proposed and demonstrates state-of-the-art performance compared with other existing approaches according to numerical experiments.

The acquisition function proposed by Knudde et al. (2019) represents the loss in entropy of the posterior distribution of interest \( g_i \):
where \( k \) denotes the output space partitioned by the feasible boundaries. For instance, a feasible region defined on a bounded interval \([\alpha, \beta] \) will partition the output space into 3 different categories: \( g_1 : y < \alpha \), \( g_2 : \alpha \leq y < \beta \) and \( g_3 : \beta \leq y \). One can employ the trick of conditional mutual information (Houlsby et al. 2011) to calculate Eq.(1), which then has a closed form:

\[
\alpha(x) = \sum_{i=1}^{k} \left[ -\ln Z_i - \frac{1}{2Z_i} (\alpha_i - \mu(x)).N(\mu(x) | \alpha_i, \sigma^2(x)) - (\beta_i - \mu(x)).N(\mu(x) | \beta_i, \sigma^2(x)) \right]
\]

where \( Z_i = \Phi(\frac{\beta_i - \mu(x)}{\sigma(x)}) - \Phi(\frac{\alpha_i - \mu(x)}{\sigma(x)}) \), and \( \Phi(\cdot) \) is the standard normal cumulative density function.

This acquisition function has shown state-of-the-art performance compared with other methods. Hence without loss of generality, in this work we employ it for the numerical experiments. We refer to Knudde et al. (2019) for experiment details and more in-depth discussions.

### 2.2 Batch Bayesian Active Learning

The goal of a batch acquisition function is to imitate the future decisions that would be made under the equivalent (optimal) sequential policy (González et al. 2016). However, this needs to take already selected batch samples and their possible outcomes into consideration, which results in the following marginalization:

\[
x_{t,q} = \text{argmax}_{x \in \mathcal{X}} \int \alpha(x; I_{t,q-1}) \prod_{j=1}^{q-1} p(y_{t,j}|x_{t,j}, I_{t,j-1}) p(x_{t,j}|I_{t,j-1}) dx_{t,j} dy_{t,j}
\]

\( \alpha(x; I_{t,q-1}) \) is the acquisition function in batch iteration \( t \), step \( q \), where \( q-1 \) samples are already selected for this batch. \( I_{t,q-1} \) represents the available information so far: training data \( D_t \) and the GP posterior in current batch iteration \( t \). The outcome distribution \( p(y_{t,j}|x_{t,j}, I_{t,j-1}) \) is Gaussian distributed:

\[
p(y_{t,j}|x_{t,j}, I_{t,j-1}) = N(y_{t,j}; \mu(x_{t,j}), \sigma^2(x_{t,j}))
\]

\( p(x_{t,j}|I_{t,j-1}) = \delta(x_{t,j} - \text{argmax}_{x \in \mathcal{X}} \alpha(x; I_{t,j-1})) \) is the distribution of \( x \) in step \( j \), batch \( t \), which, in practice, is obtained by maximization of the acquisition function \( \alpha(x; I_{t,j-1}) \).

The first batch sample \( x_{t,1} \) can be trivially obtained by an off-the-shelf acquisition function optimization process. Unfortunately, it requires unaffordable computation effort for discovering the remaining \( q-1 \) samples of the batch, which is difficult to handle even for small batch sizes. To address this issue, different approaches have been proposed.

In BO, one common strategy is to leverage the fact that generally acquisition functions try to sample at global optima. With this purpose, Contal et al. (2013) defines a relevant region: \( \mathcal{R}_t \subset \mathcal{X} \) in the input space where the unknown function has a higher possibility to contain optima. The remaining \( q-1 \) samples are then acquired by conducting pure exploration to reduce the uncertainty of model prediction within those relevant regions. This technique proves to be equivalent to maximizing the determinant to select a fixed cardinality subset via Determinantal Point Processes (DPP) (Kathuria et al. 2016), also known as \( k \)-DPP (Kulesza and Taskar 2011). Alternatively a MCMC sampling method can also be employed to sample the fixed-subset from DPP within the same defined relevant region \( \mathcal{R}_t \) and shows preferable performance.

González et al. (2016) assume the function is Lipschitz continuous. This assumption allows placing upper bounds on the function gradient, which leads to exclusion regions based on pre-visited batch samples, where function has no chance to become global optimum. These regions can be safely skipped in the acquisition function optimization. For high dimensional problems, Wang et al. (2018) propose to use a Mondrian processes to randomly partition the design space and, subsequently, perform BO based on each of these spaces. The batch samples are then selected according to a metric considering both diversity and quality. To avoid sampling too close within a batch, a penalty function constructed by using the kernel
estimated correlation is proposed by Zhan et al. (2017). Recently, the BALD method for classification has also been extended by Kirsch et al. (2019) to a batch setting.

Besides mimicking the sequential policy by exploiting properties of the AL goals. Some approaches have also been proposed that leverage the joint distribution of \( y_{t,1}, \ldots, y_{t,q} \) from GP prediction to form the batch acquisition function (Chevalier and Ginsbourger 2013, Shah and Ghahramani 2015). For instance, sampling a batch of points to get the maximum expected improvements (Chevalier and Ginsbourger 2013, Wang et al. 2016). However, these non-greedy strategies tend to scale poorly with the dimension of the problem and the size of the batches (González et al. 2016).

3 BATCH BAYESIAN ACTIVE FEASIBLE REGION IDENTIFICATION

The main idea of the proposed Batch active Feasible Region Identification by Local Penalization (BFRI-LP) method is assuming the dominant effect of a function evaluation on the acquisition function is a local exclusion around the new evaluation (González et al. 2016), see Figure 2. This behavior can be frequently seen in empirical experiments and is especially common when the acquisition function is multimodal. Given this intuition, we can approximate Eq.(2) by formulating a factorized penalization function \( \phi(\cdot, \cdot) : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \). The penalization function is monotonically increasing with respect to the Euclidean distance of a test point \( x_{t,q} \) and an existing sample \( x_{t,j} \), thus imposing a local effect on the acquisition function at pre-selected samples in a batch:

\[
\mathbf{x}_{t,q} = \arg\max_{\mathbf{x} \in \mathcal{X}} \left\{ g(\alpha(\mathbf{x}; I_{t,0})) \prod_{j=1}^{q-1} \phi(\mathbf{x}; \mathbf{x}_{t,j}) \right\}
\]

where \( g(\alpha) = \ln(1 + e^{\alpha}) \) applies a soft-plus transformation to ensure the acquisition function \( \alpha(\cdot) \) is non-negative.

Figure 2: A typical active learning process for feasible region identification using the acquisition function from Knudde et al. (2019). New samples are added sequentially through maximization of the acquisition function. It can be seen that the main effect of adding a new sample is a decrease in the acquisition function as model uncertainty decreases at that location.

In practice, the penalty function needs to be carefully chosen as it might otherwise exclude too large areas of the original acquisition function with the risk of neglecting some interesting candidates. In BO, these interesting candidates are optima of the unknown function. In our case, we argue its where the outcome of the unknown function is exactly at the feasible boundary. This intuition comes naturally as no more information can be retrieved than finding the decision boundary for a classification problem. Moreover, this assumption can also be empirically observed (Knudde et al. 2019 Chen and Fuge 2018, Bryan et al. 2006) in active learning for feasible region identification. Under this assumption, we develop a probabilistic local penalization function \( \phi \) in the following section. It will remain possible for the upcoming samples to be added at those interesting candidates.
3.1 A Local Penalization Function

In order to leverage the intuition that more information exists at the feasible boundary, one general approach to formulate such a local penalty function is to utilize the Lipschitz continuity of the unknown function. With the assumption that there is an upper bound to the function gradient, we can formulate a local penalization function, see in Figure 1. Specifically, considering the following ball-shape region in the Euclidean design space $X$:

$$B_{r_j}(x) = \left\{ x \in \mathcal{X} : \|x_j - x\| \leq \left| \frac{c - f(x_j)}{L} \right| \right\}$$

where $c$ is the feasible boundary pre-specified by the users, $L$ is the Lipschitz constant, and $f$ is the unknown function. The ball-shaped region centered at $x_j$ provides an exclusion region in the design space where it is less likely for the unknown function $f$ passing through the feasible boundary $c$.

Of course, in batch AL the outcome $f(x_j)$ is unknown and modeled by the GP posterior. Thus the ball-shaped region is also stochastic. Meanwhile, as shown in Figure 1 and Figure 2, the feasible region is defined on a bounded interval $[\alpha, \beta]$ in the output space. Hence more than one feasible boundary exist.

For this case, we are interested in the intersection of all ball-shaped regions $B_{r_1}, B_{r_2}$ so that the function will not pass through any of the boundaries.

The penalty function can thus be defined as the probability that for any $x \in \mathcal{X}$, it might become a candidate sample that located at any feasible boundary.

$$\phi(x;x_j) = 1 - p(x \in B_{r_1}, x \in B_{r_2})$$

$$= 1 - p\left( ||x_j - x|| \leq \left| \frac{\alpha - f(x_j)}{L} \right|, ||x_j - x|| \leq \left| \frac{\beta - f(x_j)}{L} \right| \right)$$

$$= \varphi\left( \frac{L||x_j - x|| + \beta - \mu(x_j)}{\sigma(x_j)} \right) - \varphi\left( \frac{\alpha - L||x_j - x|| - \mu(x_j)}{\sigma(x_j)} \right) +$$

$$\max\left( \varphi\left( \frac{\beta - L||x_j - x|| - \mu(x_j)}{\sigma(x_j)} \right) - \varphi\left( \frac{\alpha + L||x_j - x|| - \mu(x_j)}{\sigma(x_j)} \right), 0 \right)$$

where $\varphi$ is the probability density function of the standard Gaussian distribution. The complete BFRI-LP strategy is outlined in Algorithm 1.

3.2 Extending Batch AL methods For Feasible Region Identification

Besides the proposal of BFRI-LP, we also extend some current state-of-the-art batch methods (Contal et al. 2013, Zhan et al. 2017) for the feasible region identification problem. For the pure-exploration method of Contal et al. 2013, the relevant region $\mathcal{X}_i$ is redefined to locate feasible boundaries.

$$R_i := R_1 \cup R_2$$

where

$$R_1 := \{ x \in \mathcal{X} : \mu(x) + 1.96\sigma(x) \geq \alpha \}$$

or

$$\mu(x) - 1.96\sigma(x) \leq \alpha$$

$$R_2 := \{ x \in \mathcal{X} : \mu(x) + 1.96\sigma(x) \geq \beta \}$$

or

$$\mu(x) - 1.96\sigma(x) \leq \beta$$

The influence function method (Zhan et al. 2017) is more directly applicable by adding a soft-plus transformation to the acquisition function.
Algorithm 1: Batch Bayesian active Feasible Region Identification with Local Penalization (BFRI-LP)

**Input:** dataset $D_n = \{X_n, y_n\}$, batch size $Q$, iteration budget $N$, acquisition transformation $g$, feasible boundary $[\alpha, \beta]$;

for $t := 1 \rightarrow N$ do

Evaluating the posterior of the GP: $I_{t,0} \leftarrow \{p(f|D_n)\}$;
Approximate the Lipschitz constant: $L \leftarrow \max_{x \in \mathcal{X}} ||\mu \nabla f(x)||$

for $q := 1 \rightarrow Q$ do

if $q == 1$ then

$x_{t,1} = \argmax_{x \in \mathcal{X}} \alpha(x, I_{t,0})$

else

$x_{t,q} = \argmax_{x \in \mathcal{X}} g(\alpha(x, I_{t,0}) \prod_{j=1}^{q-1} \phi(x, x_j))$

end

end

Parallel query: $y_{t,Q} = f(X_{t,Q})$
Expand dataset: $D_n : D_n \cup \{X_{t,Q}, y_{t,Q}\}$

end

**Returns** Final GP Model for Prediction: $p(f|D_n)$;

4 NUMERICAL ANALYSIS

We conduct numerical experiments for various batch AL methods to investigate the performance.

4.1 Experimental Setup

We compare BFRI-LP with different existing approaches for batch AL. The first sample of the batch is chosen by the entropy method from Knudde et al. 2019, for feasible region identification, while the remaining batch samples are chosen using a standard batch AL method. The random sampling method, pure-exploration method (Contal et al. 2013), and the influence function method (Zhan et al. 2017) are included in the comparison and are referred to as, respectively, Entropy-Random, Entropy-PE, and Entropy-IF. To measure the effectiveness of batch AL, the one-by-one sequential sampling is also included and referred to as Entropy-Single in the experiments.

The benchmark functions (Chen and Fuge 2018, Picheny et al. 2013, Molga and Smutnicki 2005, Dette and Pepelyshev 2010, Adjiman et al. 1998, Sonja and Derek 2013) and relevant settings are provided in Table 1. For most cases the benchmark functions provide deterministic outcomes. However, we also include a stochastic benchmark based on Adjiman function with noisy observations, where we expect the Gaussian likelihood of the GP to tackle the noise and provide an accurate noise-free approximation. The initial data are provided by maximin Latin hypercube sampling. The benchmark functions start with 10 data points, except for Hartmann 6D and Dette 8D function where 30 data points are used.

For the batch AL methods, a batch size of 3 is used for all benchmark functions, except for Hartmann 6D and Dette 8D where the batch size is set to 5. In order to measure the final prediction accuracy, we use 100000 randomly distributed samples in the bounded design space as test data to calculate the F1 score. The code is implemented using GPFlowOpt (Knudde et al. 2017). For the model training, the common Radial Basis Function (RBF) kernel is used with the automatic relevance detection (ARD) enabled. The GP model is re-trained 5 times during each batch iteration by an L-BFGS-B optimizer and the model with the best likelihood will be chosen to make predictions. For the acquisition function optimization, Monte Carlo sampling is first employed to provide a good initial candidate sample from 1000 random samples,
Table 1: Benchmark Function Settings

<table>
<thead>
<tr>
<th>Function</th>
<th>Design Space</th>
<th>Feasible Boundaries</th>
<th>$[\alpha, \beta]$</th>
<th>$V(A) \setminus V(\mathcal{X})$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hosaki</td>
<td>$[0,1]^2$</td>
<td>$[-\infty, -1]$</td>
<td>7.64</td>
<td></td>
</tr>
<tr>
<td>Branin-Hoo</td>
<td>$[0,1]^2$</td>
<td>$[20,40]$</td>
<td>24.68</td>
<td></td>
</tr>
<tr>
<td>Goldstein-Price</td>
<td>$[-2,2]^2$</td>
<td>$[-\infty, 500]$</td>
<td>15.21</td>
<td></td>
</tr>
<tr>
<td>Curved Function</td>
<td>$[0,1]^3$</td>
<td>$[1,2]$</td>
<td>4.74</td>
<td></td>
</tr>
<tr>
<td>Six-hump camel</td>
<td>$[-3,3] \times [-2,2]$</td>
<td>$[-\infty, -0.1]$</td>
<td>5.57</td>
<td></td>
</tr>
<tr>
<td>Adjiman + $\mathcal{N}(0,0,2^2)$</td>
<td>$[-5,5]^2$</td>
<td>$[-3, -2]$</td>
<td>3.71</td>
<td></td>
</tr>
<tr>
<td>Rosenbrock 4D</td>
<td>$[-2,2]^4$</td>
<td>$[0,500]$</td>
<td>74.92</td>
<td></td>
</tr>
<tr>
<td>Piston Simulation (Scaled)</td>
<td>$[0,1]^7$</td>
<td>$[0.4,0.46]$</td>
<td>17.70</td>
<td></td>
</tr>
<tr>
<td>Hartmann 3D</td>
<td>$[0,1]^3$</td>
<td>$[-\infty, -1.5]$</td>
<td>8.95</td>
<td></td>
</tr>
<tr>
<td>Hartmann 6D</td>
<td>$[0,1]^6$</td>
<td>$[-\infty, -1.5]$</td>
<td>2.13</td>
<td></td>
</tr>
<tr>
<td>Dette 8D</td>
<td>$[0,1]^8$</td>
<td>$[55, \infty]$</td>
<td>13.11</td>
<td></td>
</tr>
</tbody>
</table>

then this candidate point is set as the starting point of an L-BFGS-B gradient based optimizer to provide the final optimum of acquisition function. The gradient of the acquisition function and the posterior mean ($\mu_\psi(x)$ of Algorithm.1) are obtained by automatic differentiation of TensorFlow (Abadi et al. 2016). Each benchmark configuration is repeated 10 times for statistical consistency.

### 4.2 Results And Discussion

In Figure 3, we highlight 6 batch iterations of the AL process of the Branin-Hoo function in detail to show how the penalty function influences the acquisition function. It can be seen that the GP prediction becomes much more accurate within 5 batch iterations. As the acquisition function keeps focusing near feasible boundaries, the penalization effect automatically shrinks to a very small region when the model becomes very certain of the feasible region.

The results of different feasible region identification methods are summarized in Figure 4. The performance metric for feasible region identification is the accuracy of the feasibility evaluation after applying the indicator function (F1 score) with respect to the amount of batch iterations. It can be seen that by exploiting parallel computation, all the batch methods can reach the same performance as the one-by-one sequential AL method with much less time. Moreover, BFRI-LP method outperforms the rest of the strategies. Interestingly, for the Branin-Hoo function the random sampling strategy can reach better results for some cases. This could be explained as the true feasible region covers a large region within the design space and is easier to sample. However, once the unknown function is more difficult to approximate and the feasible region is smaller, the advantage of BFRI-LP is more apparent. Entropy-PE outperforms BFRI-LP for a while in the noisy Adjiman case, though generally BFRI-LP shows more robust performance.

Finally, two experiments with varies batch sizes are conducted and the results are provided in Figure 5, it can be seen that the feasibility prediction accuracy generally increase faster with an increment of batch sizes.

### 5 CONCLUSION

We developed a data-efficient Bayesian technique for feasible region identification that is capable of utilizing all computation nodes using batch AL. This is done by building a penalization function based on the Lipschitz condition of the unknown function. Synthetic tests are carried out and it shows better performance over other relevant approaches. Future work will focus on extending the proposed strategy to handle multiple design constraints, and look at asynchronous batch AL where the computation time between samples varies.
Figure 3: BFRI-LP on the Branin-Hoo function. For each batch iteration, the penalized acquisition function is maximized to sequentially produce one batch of samples. For brevity we only show the penalized acquisition function, as well as the penalization function itself, after selecting the complete batch. The red colored areas in the acquisition function and penalization function plots are of interest. The initial training samples are denoted as red crosses, the selected samples of previous batch iteration are denoted as orange dots, while evaluated samples of previous iterations are represented by blue triangles.
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Figure 4: Results for the benchmark functions described in Table 1. It shows the evolution of the F1 score versus the batch iterations. The initial number of samples is 10, and samples are selected with a batch size of $q = 3$, except for Hartmann 6D and Dette 8D the initial number of samples are 30, and the batch size is $q = 5$. 
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