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ABSTRACT

Discrete Event System Specification (DEVS) is a mathematical formalism to model and simulate discrete-event dynamic systems. Using DEVS for modeling and simulation has numerous advantages, which include a rigorous formal definition of models, a well-defined mechanism for modular composition, and separation of concerns between the model definition and the simulation of the model, among others. In this tutorial, we will explain DEVS and present how to develop DEVS models using one of the multiple DEVS simulators: Cadmium. Cadmium is a DEVS simulator based on C++17. We will discuss the tool’s Application Programming Interface and we will present a model for the Rock-Paper-Scissors game as an example to explain how to define models in DEVS and implement them in Cadmium.

1 INTRODUCTION

Modeling and Simulation (M&S) has become an essential tool in science and engineering. Its ability to represent problems in several disciplines and perform scientific exploration has increased its popularity. There are many methodologies to develop M&S solutions, and some of them allow defining the models formally, which has a few advantages such as being able to discuss and show the model to stakeholders prior to the implementation.

In particular, the Discrete Event System Specification (DEVS) (Zeigler et al. 2000) provides a theoretical framework to develop discrete-event M&S and it was used in many applications since its creation. More specifically, DEVS allows a hierarchical and modular description of the models. Each DEVS model can be behavioral (atomic) or structural (coupled), consisting of inputs, outputs, state variables, and functions to compute the next states and outputs.

Since the introduction of the DEVS formalism, several DEVS simulators have been developed. The use of DEVS simulators allows us to implement and simulate DEVS models without being worried about implementing, verifying, and validating the simulation algorithm. We can focus our efforts on the verification and validation of the model itself. Cadmium (Belloli et al. 2019) is one of those DEVS simulators. Cadmium allows to implement advanced DEVS models and has several advantages over other DEVS simulators such as advanced features that help with model verification and reduce the probability of running a simulation with a bug. It implements model checks for both atomic and coupled models. Some of them are in compilation time and others in execution time, but all of them before a simulation starts. Cadmium is implemented as a library written in C++, compliant with the C++17 and the Boost library coding standard. It supports multiple data types for the Time, and Messages, and compiles in multiple platforms, including Linux, Windows, and Mac OS. Cadmium is freely available on GitHub (https://github.com/SimulationEverywhere/cadmium).
In this tutorial, we will explain the DEVS formalism along with the key features of the Cadmium simulator and how to use it to build DEVS models. Section 2 introduces the DEVS formalism, its advantages, DEVS-Graphs, and the current state of the art in DEVS simulators. In section 3, we present the Cadmium API and in Section 4, we present a case study to show how to define and execute DEVS models.

2 THE DEVS FORMALISM

The DEVS formalism (Discrete Event System Specification) is a formal discrete-event modeling and simulation methodology (Zeigler et al. 2000). It is derived from Systems Theory, and it allows one to define hierarchical modular models that can be easily reused. In DEVS, an atomic model defines the behavior of a component. An atomic model is defined by describing the set of states the model goes through, an internal and an external transition function, an output function, and a state duration function. At every point in time, the model is in a given state that has an associated duration for that state. When the time elapses, an output is transmitted, and the internal transition takes place to change the model state. A state can also change when an external event is received, which triggers the execution of the external transition function. DEVS models can be put together by linking the outputs of a model to inputs of other models to form coupled models, which can also be coupled together.

The use of DEVS provides several advantages. It allows developing hierarchical models in a modular fashion, improving model reuse. The model definition, implementation, and experimentation are defined by independent formal specification and execution apparatus. The same model can be implemented on different platforms facilitating the reliability of models and results. Moreover, the DEVS simulation algorithm has been formally verified, ensuring the correctness of execution of atomic and coupled models.

DEVS can also be seen as a common denominator for many other formalisms (Vangheluwe 2000), as seen in Figure 1 where we show a Formalism Transformation Graph. This allows using DEVS as a common denominator that can be used to compose models defined in different formalisms.

![Formalism Transformation Graph](image)

Figure 1: Formalism Transformation Graph. Adapted from (Vangheluwe 2000).

2.1 DEVS Atomic Models

Atomic models are the basic building blocks of all DEVS models: they are the lowest level indivisible models that encapsulate a portion of the modeled systems’ behavior. Equation (1) shows the formal specification of DEVS atomic models (Zeigler et al. 2000).
\[ M = \langle X, Y, S, \delta_{ext}, \delta_{int}, \delta_{conf}, \lambda, ta \rangle \] (1)

The above specification consists of a number of individual elements:

- \( X = \{(p, v) | p \in IPorts, v \in X_p\} \) is the set of input events, where \( IPorts \) represents the set of input ports and \( X_p \) represents the set of values for the input ports;
- \( Y = \{(p, v) | p \in OPorts, v \in Y_p\} \) is the set of output events, where \( OPorts \) represents the set of output ports and \( Y_p \) represents the set of values for the output ports;
- \( S \) is the set of sequential states;
- \( \delta_{ext}: Q \times X^b \rightarrow S \) is the external state transition function, with \( Q = \{(s, e) | s \in S, e \in [0, ta(s))\} \) and \( e \) is the elapsed time since the last state transition;
- \( \delta_{conf}: Q \times X^b \rightarrow S \) is the confluent transition function;
- \( \lambda: S \rightarrow Y^b \) is the output function; and
- \( ta: S \rightarrow \mathbb{R}^+ \cup \infty \) is the time advance function.

Once a model enters a state, it will stay there until one of two conditions are met:

1. An external event occurs causing the model to transition into a new state, depending on the events received and the time of receipt, as specified by \( \delta_{ext} \).
2. The elapsed time has reached the value of the time advance function in the current state, necessitating an internal transition to occur according to \( \delta_{int} \).

The confluence function determines the behavior of the model when both an internal and external transition are scheduled at the same time.

When an internal transition occurs, a bag of outputs is generated through the output ports allowing the model to interact with other models. After each state change, a new time advance is calculated, and the next internal event is scheduled. If the time advance is infinite the model is said to be passive, i.e., awaiting external inputs indefinitely.

### 2.2 DEVS Coupled Models

DEVS coupled models are comprised of either DEVS atomic models or other DEVS coupled models. This way, components can be built up hierarchically by coupling simple models together to form more complex models. Equation (2) shows the formal specification of DEVS coupled models (Zeigler et al. 2000).

\[ CM = \langle X, Y, D, \{M_d | d \in D\}, EIC, EOC, IC \rangle \] (2)

The above specification consists of a number of individual elements:

- \( X = \{(p, v) | p \in IPorts, v \in X_p\} \) is the set of input events, where \( IPorts \) represents the set of input ports and \( X_p \) represents the set of values for the input ports;
- \( Y = \{(p, v) | p \in OPorts, v \in Y_p\} \) is the set of output events, where \( OPorts \) represents the set of output ports and \( Y_p \) represents the set of values for the output ports;
- \( D \) is the set of the component names and for each \( d \in D \);
- \( M_d \) is a DEVS basic (i.e., atomic or coupled) model;
- \( EIC \) is the set of external input couplings, \( EIC \subseteq \{(Self, in_{Self}), (j, in_j) | in_{Self} \in IPorts, j \in D, in_j \in IPorts\} \);
- \( EOC \) is the set of external output couplings, \( EOC \subseteq \{(Self, out_{Self}), (j, out_j) | out_{Self} \in IPorts, j \in D, out_j \in OPorts\} \);
- \( IC \) is the set of internal couplings, \( IC \subseteq \{(Self, out), (j, in_j) | j \in D, out \in OPorts, in_j \in IPorts\} \).

The purpose of the coupling elements of the formal specification is to define how each of the sub-models in the coupled model (\( M_d \)) connect to the inputs of the coupled model (through the elements of \( EIC \)), send outputs from the coupled model (through the elements of \( EOC \)), and connect to each other (through elements of \( IC \)). All these couplings illustrate the structure of the model and, when combined with all the sub-model definitions, determine how the model will behave. It has been proven that for any given
coupled model an equivalent atomic model can be created, this is called the closure under coupling property. The advantage is that through the decomposition of models we can create and design complex models through simple components.

2.3 Graphical Specification of DEVS Models

A graphical specification (DEVS-graphs) can be used in specifying DEVS models (Prahofer and Pree, 1993). The main benefit of the DEVS-graphs notation is that it allows for greater interaction and clearer communication with stakeholders who may have limited knowledge of the formalisms, mathematical notation, and programming skills. Additionally, it assists the modeler with visualizing the system. These benefits result in a developed system that accurately represents the stakeholders’ needs.

Notations exist for modeling both atomic and coupled DEVS models. For atomic models (Figure 2), this notation is similar to a finite state machine: there are nodes (representing the states) connected by directed edges (representing the transitions), though several key extensions have been made.

![Figure 2: DEVS Atomic Models using DEVS-Graphs (Wainer 2009).](image)

As shown in Figure 2, the edges connecting nodes can be of two types: a dashed line to represent an internal transition or a solid line to represent an external transition. Some additional annotations are required to fully define the model:

1. Each state must be labeled with an ID and a time advance value (LT) associated to the state.
2. Each internal transition must be labeled with any outputs to ports and the associate output values that are generated when the internal transition fires.
3. Each external transition must be labeled with the input port and value pair that must be received in order for the transition to occur.

Coupled models can then be built up by connecting the inputs and outputs from atomic models to each other. It is useful in this circumstance to hide the structure of the atomic model inside a black box (Figure 3), and focus on the interfaces of the model when constructing coupled models. Atomic and coupled models are then connected together using arrows, the ends of which specify the sending or receiving port.

![Figure 3: DEVS Coupled Models using DEVS-Graphs (Wainer 2009).](image)
2.4 DEVS Simulators

There are different DEVS Simulators, each of them with its advantages and disadvantages. Van Tendeloo and Vangheluwe (2017) provide an overview of the current state of eight different DEVS simulators, selected based on their functionality, DEVS compliance, and performance. In their study, they specifically evaluate ADEVS (a Discrete Event Simulator) (Nutaro 2014), PythonPDEVS (Van Tendeloo and Vangheluwe 2014), CD++ (Wainer 2002), VLE (Virtual Laboratory Environment) (Quesnel et al. 2007), MS4 Me (Seo et al. 2013), DEVS-Suite (Kim et al. 2009), PowerDEVS (Bergero and Kofman 2011), and X-S-Y (Hwang 2012).

As of 2017, ADEVS was the fastest well-established DEVS framework evaluated so far (Van Tendeloo and Vangheluwe 2017). ADEVS is implemented as a lightweight C++ library and both atomic and coupled models are defined using C++ programming language. ADEVS has evolved during the last 15 years, has over 29 releases, and supports high performance by relying on optimized data structures.

The performance of PythonPDEVS is close to ADEVS. The main advantage is that it offers a variety of schedulers (sorted list, activity map, and a heapset) for speedup. PythonPDEVS supports dynamic typing; therefore, all the messages are not required to be of the same type. PythonPDEVS has sequential and distributed variants (Van Tendeloo and Vangheluwe 2014b) but both focus on computational activity information to reduce simulation time. New features (such as pause, resume, and step the simulation) have been added to help debugging (Van Mierlo et al. 2017).

Other DEVS simulators have also relevant features. For example, CD++ allows to implement both DEVS and Cell-DEVS models and couple them together. VLE couples multiple simulators within a DEVS-Bus architecture and uses DEVS for coordination. MS4Me allows building models using a custom natural-like language called DNL combined with Java. DEVS-Suite is the successor of DEVSJava (Sarjoughian and Zeigler 1998) and it includes additional features such as visualization of coupled model simulation. PowerDEVS contains a graphical modeling environment. X-S-Y is written in Python and its more relevant feature is the verification of finite and deterministic DEVS models.

A more recent DEVS simulator is CD-Boost (Vicino et al. 2015) a new DEVS simulator that introduced a sequential architecture and an effective implementation of the abstract simulator presented in (Chow et al. 1994). The authors evaluated the performance by comparing it to adevs using DEVStone, and it showed that no new overhead was introduced. It outperforms adevs when there are numerous simultaneous events. However, CD-Boost had several disadvantages such as the lack of multiple input/output ports, or different types of messages for different models. This resulted a lack of use by the community because the complexity implementing the models, the difficulties in verification of the models, and slow compilation (and massive use of memory). In (Belloli et al. 2019), we presented Cadmium, an evolution of CD-Boost that solves the two main disadvantages of CD-Boost simulator: (1) lack of ports and (2) the restriction of using a single type of data for all the messages. Additionally, we implemented other advanced features that help with model verification and reduces the probability of running a simulation with a bug. Cadmium implements model checks for both atomic and coupled models. Some of them are in compilation time and others in execution time, but all of them before a simulation starts. For atomic models, it checks that all the methods of the atomic model are defined, that the model port types are correct, and that the model has a state defined. For coupled models, Cadmium checks that there are no connections between ports with different message types, that there are no invalid connections based on the model EIC, EOC or IC link structure, and that all the submodels inside a couple are valid (i.e. it performs atomic model checks). Cadmium is implemented as a library written in C++, compliant with the C++17 and the Boost library coding standard. It supports multiple data types for the Time, and Messages, and compiles in multiple platforms, including Linux, Windows, and Mac OS. Cadmium is available on GitHub (https://github.com/SimulationEverywhere/cadmium).
3 CADMIUM APPLICATION PROGRAMMING INTERFACE

Cadmium provides three main functionalities: an interface for defining atomic models, an interface for defining coupled models, and methods to run the simulation and define the structure and contents of simulation logs. Figure 4 shows the interface used for defining atomic models.

As seen in Figure 4, we first declare the model ports as structures (lines 1-5) using in_port and out_port classes defined in the simulation tool. The atomic model is defined as a template class of type Time (lines 7-31) in order to allow atomic models to be instantiated with different data types for time. This gives flexibility in the data structures chosen for the definition of simulated time. Each atomic model class can contain as many parameters as needed (line 10). It has a set of state variables grouped together in a structure called state_type (lines 11-12). It also has a model constructor to instantiate the model parameters and initialize the state (line 13). There may be additional constructors with different input parameters, but the default constructor must also be present. Then, we implement all the DEVS functions (internal, external, confluence, output, and time advance) using the template provided in lines 15-31 in C++. The code in bold cannot be modified as it is part of the simulator.

Once atomic models are defined, the coupled models are implemented using the template provided in Figure 5, which is an implementation of the coupled model shown in Figure 6.
After instantiating all atomic models (lines 1-6), we declare the coupled model ports (lines 8-9) as structures using in_port and out_port classes defined by the simulation tool (as we did with the atomic models in lines 2-5). Then, we assign the input and output ports we just declared to the model as a tuple (lines 10-11). Then, we create a tuple with all the submodels (line 12). The external input couplings (line 13-14), external output couplings (line 15-16), and internal couplings (line 17-19) are also defined as tuples. For example, the external input couplings is defined as a tuple of the coupled model input port (e.g., inp_in_1), the name of the submodel (e.g., iestream_int) and the input port of the submodel (e.g., iestream_defs::in). The internal couplings and the external output couplings are defined similarly. The coupled model (line 21-22) is defined as a tuple of all these components.

Once the top model is defined, we need to define loggers to store the simulation results, and define parameters to run the simulation. This is done as defined in Figure 7. The logger is defined by declaring the name of an output file (line 1). Then, we need to define the structure oss_sink_messages (lines 2-5) to tell define where to save the output log. In lines 7-9, we specify which elements we want to log. In this case, we define how the messages between the models are generated (lines 7-8). We also define how the state of the models is logged (line 9). In this specific case, we decided to log the messages output by the different models along with the global simulation time when each message was generated. Finally, we need to create the runner (line 11) and call the run_until method (line 12) with the simulation end time. The runner is created using the time class and the logger as template parameters and the top model name as parameter. A detailed manual for the Cadmium simulation tool can be found in (Ruiz-Martin and Wainer 2019).
static std::ofstream out_data("output_file_name.txt");
struct oss_sink_provider {
    static std::ostream& sink()
    return out_data;
};

using log_messages=cadmium::logger::logger<
    cadmium::logger::logger_messages,
    cadmium::logger::formatter<TIME>,
    oss_sink_provider>;
using logger_top=cadmium::logger::multilogger<
    log_messages, global_time>;

engine::runner<NDTime, logger_top> r(TOP, {});
r.run_until(NDTime("04:00:00:000"));

Figure 7: Logger definition and simulator call in Cadmium.

4 ROCK-PAPER-SCISSORS GAME DEVS IMPLEMENTATION

In this section we use a simple modeling example to show how to define DEVS models and implement them using Cadmium. The model defines a discrete-event specification of the “rock-paper-scissors” game with two players. Each player chooses between rock, paper and scissors at the same time. The winner is calculated according to the following rules: rock beat scissors; scissors beat paper, paper beat rock.

4.1 Rock-Paper-Scissors Game DEVS Model Definition

The rock-paper-scissors game can be modeled using DEVS as a coupled model with 3 components (Figure 8): Player1, Player2, and Comparer. Each player is further decomposed into two atomic models: RequestReceiver to model the decision to play, and ActionMaker to choose one of the three options of the game. The Comparer determines which player won the round. RequestReceiver, ActionMaker and Comparer are atomic models.

Figure 8: Rock-Paper-Scissors Coupled model.

RequestReceiver

This atomic model imitates the human instinct of receiving a request of doing something, pondering about the decision, and deciding to act. The formal definition of the atomic model is defined in equation (3) and the DEVS-Graph notation of the model is shown in Figure 9.

RequestReceiver = < X, Y, S, δint, δext, λ, ta >  (3)
\[ X = \{(\text{playGameIn} \in \{\text{true, false}\})\}; \]
\[ Y = \{(\text{playGameOut} \in \{\text{true, false}\})\}; \]
\[ S = \{\text{active, passive}\}; \]
\[ \delta_{\text{int}}(S) = \text{passive} \]
\[ \delta_{\text{ext}}(S, e, x)\{ \]
\[ \text{if (x==true AND S == false) then S = active} \]
\[ \lambda(\text{active}) = \text{true} \]
\[ \tau_{\text{a}}(\text{active}) = 20\text{sec}; \quad \tau_{\text{a}}(\text{passive}) = \text{INFINITY} \]

**Figure 9:** DEVS Graph of the request receiver atomic model.

**ActionMaker**

This atomic model defines the decision making process for choosing a motion (Rock, Paper or Scissors), and present this final decision. The formal definition of the atomic model is shown in (4).

\[ \text{ActionMaker} = < X, Y, S, \delta_{\text{int}}, \delta_{\text{ext}}, \lambda, \tau_{\text{a}} > \quad (4) \]

\[ X = \{\text{playGameIn} \in \{\text{true, false}\}\}; \]
\[ Y = \{\text{gameActionOut} \in \{\text{“R”, “P”, “S”}\}\}; \]
\[ S = \{\text{active} \in \{\text{true, false}\}, \text{choice} \in \{\text{“None”, “R”, “P”, “S”}\}\}; \]
\[ \delta_{\text{int}}(\text{active} = \text{true})\{ \]
\[ \text{active = false} \]
\[ \text{choice = “None”} \} \]
\[ \delta_{\text{ext}}(s, e, x)\{ \]
\[ \text{if (active == false)} \]
\[ \text{active = true;} \]
\[ \text{choice = random(“R”, “P”, “S") // choose at random } \}
\[ \lambda(\text{active} = \text{true})\{ \text{Send choice} \} \]
\[ \tau_{\text{a}}(\text{active} = \text{true}) = 3\text{sec}; \tau_{\text{a}}(\text{active} = \text{false}) = \text{INFINITY} \]

**Comparer**

The Comparer atomic model begins the game upon receiving a trigger signal input of type from the playGameStartIn input port. From there, it waits 5 seconds before triggering the output function to alert the players that the game has begun. Once the model receives the players’ choices, the model decides which player won based on their actions. The formal definition of the atomic model is shown in equation (5).

\[ \text{Comparer} = < X, Y, S, \delta_{\text{int}}, \delta_{\text{ext}}, \lambda, \tau_{\text{a}} > \quad (5) \]

\[ X = \{\text{playGameStartIn} \in \{\text{true, false}\}, \text{gameActionIn1} \in \{\text{“R”, “P”, “S”}\}, \]
\[ \text{gameActionIn2} \in \{\text{“R”, “P”, “S”}\}\}; \]
\[ Y = \{\text{playGameOut1} \in \{\text{true, false}\}, \text{playGameOut2} \in \{\text{true, false}\}, \text{winReportOut} \in \{0, 1, 2\}\}; \]
\[ S = \{\text{active} \in \{\text{true, false}\}, \text{playerResult1} \in \{\text{“None”, “R”, “P”, “S”}\}, \]
\[ \text{playerResult2} \in \{\text{“None”, “R”, “P”, “S”}\}, \text{received1} \in \{\text{true, false}\}, \text{received2} \in \{\text{true, false}\}, \]


4.2 Rock-Paper-Scissors Game Implementation in Cadmium

To show how to use Cadmium to implement the DEVS models, we will focus on the definition of one of the atomic models (ActionMaker) and the top coupled model. The complete model implementation and the
Atomic models are implemented in Cadmium in an hpp file as shown in Figure 10. We first declare the ports with the type of message that they will manage. In this case, the output port is a string (we need to represent S, R and P) and the input port it is a Boolean. Then, we define the atomic model as a class, in this case ActionMaker. We first define the model parameters (in this case, thinkingTime). Then, we define the input and output ports as tuples and then the state, the constructor/s and all the DEVS functions.

The model state is defined as a struct called state_type which includes as many attributes as needed. In this case, we use two: active (a Boolean representing if a decision must be notified) and choice (a string representing the decision, i.e., S, R, P or None). For the constructor, we must define a default constructor that does not take any parameters, but we can add additional constructors if needed. In the constructor, we define the initial state of the model. In this case, the model in not active and the choice is None.

For implementing the DEVS functions, we just need to translate the formal definition described in the previous section into C++ using the Cadmium interface.

```cpp
// Port declaration
struct gameActionOut : public out_port<string> {};
struct playGameIn : public in_port<bool> {};

// State definition
struct state_type {
    bool active; // triggered to true when playGameIn received
    string choice; // player choice
};

state_type state;

ActionMaker() {
    state.active = false; // set to true once game request received
    state.choice = "None"; // means no choice
}

void internal_transition() {
    state.active = true; // internal transition function
    state.choice = -1;
}

void external_transition(TIME e, typename make_message_bags<input_ports>::type mbs){
    if (state.active == false) {
        state.active = true;
        std::random_device rand;
        std::mt19937 generate(rand());
        std::uniform_int_distribution<> distribute(1, 3);
        value = distribute(generate); // generate a value between 1-3
        if (value == 1) state.choice = "R";
        else if (value == 2) state.choice = "P";
    }
}
```
else if (value == 3) state.choice = "S";
}

void confluence_transition(TIME e, typename make_message_bags<input_ports>::type mbs) {
    // confluent transition function
    internal_transition();
    external_transition(TIME(), move(mbs));
}

typename make_message_bags<output_ports>::type output() const {
    // output function
    typename make_message_bags<output_ports>::type bags;
    if (state.active == true) {
        vector<string> gameChoice; // output choice
        gameChoice.push_back(state.choice);
        get_messages<typename ActionMaker_defs::gameActionOut>(bags) = gameChoice;
    }
    return bags;
}

TIME time_advance() const {
    // time_advance function
    if (state.active) return thinkingTime;
    else return numeric_limits<TIME>::infinity();
}

Figure 10: Cadmium code snippet: ActionMaker atomic model.

Once all the atomic models are defined, we need to instantiate them and implement the coupled model as we show in Figure 11. We first specify the time type for the model (we can use a float or any other class). In this case, we use a custom data type, NDTime. We then declare the ports for all the coupled models. In this case, the output port of the top model winReportOutP of type out_port (a class provided by the simulator) and using int messages. We do the same for the ports of the Person coupled model. Then, we specialize all the atomic models that are defined using a template system. In this case, we specialize a model that parses the input file (iostream_input) as GameTrigger with the message type bool. Finally, we define the main function including the logger definition, the atomic models’ instantiation, the implementation of the coupled models using the template provided in Figure 5. We use the standard logger definition and the atomic models are instantiated with the command cadmium::translate::make_dynamic_atomic_model, which includes the atomic model identifier (i.e. a unique name such as play_game_gen to create an instance of the GameTrigger, and the parameters for the constructor. In the case of play_game_gen, we include the input file from where to read the inputs. All atomic models are instantiated in a similar way. For each coupled model, we need to declare, as arrays, the sub-models, input ports, output ports, external input couplings, external output coupling, and internal coupling. For example, Player1 has two submodules defined as modeling::Models submodels_Player1 = {requestReceiver1, actionMaker1}; one input port defined as modeling::Ports iports_Player1 = {typeid(playGameIn)}; one output port defined as modeling::Ports oports_Player1 = {typeid(gameActionOut)}; one external input coupling (EIC) connected to the RequestReciver model where playGameIn is the input port of the Player coupled model and RequestReceiver_defs::playGameIn is the port of the RequestReceiver atomic model; one external output coupling (EOC) connected to the ActionMaker atomic model where ActionMaker_defs::gameActionOut is the output port of the ActionMaker atomic model and gameActionOut is the output port of the Player coupled model; and one internal input (IC) coupling connecting the output port of RequestReceiver with the input port of ActionMaker. The coupled models are defined with the command std::make_shared<cadmium::modeling::coupled<TIME>> as an array of the six previous elements preceded by the coupled model identifier. Player2 and the top model are defined in a similar way.
using TIME = NDTIime; //Specify the time class
struct winReportOutP : public out_port<int> {}; // Declare output ports for coupled model

// Declare output ports for Player Coupled Model
struct gameActionOut : public out_port<string> {}; struct playGameIn : public in_port<bool> {};

// Specialize the atomic parser to send inputs to the top model
template<typename T> class GameTrigger : public iestream_input<bool, T> {
public:
    GameTrigger() = default;
    GameTrigger (const char* file_path) : iestream_input<bool, T>(file_path) {};
};

int main(int argc, char ** argv) {
    static std::ofstream out_data("rock_sissors_paper_out.txt"); // define output file name
    using log_messages=cadmium::logger::logger<cadmium::logger::logger_messages, Time, oss_sink_provider>;

    string input_data = argv[1]; // Instantiate GameTrigger
    const char * i_input_data = input_data.c_str();
    std::shared_ptr<cadmium::modeling::model> play_game_gen = cadmium::translate::make_dynamic_atomic_model<ApplicationGen, TIME, const char* >("play_game_gen", std::move(i_input_data));

    shared_ptr<modeling::model> comparer; // Instantiate Comparer
    comparer = translate::make_players_atomic_model<Comparer, TIME>("comparer");

    // Player 1 Coupled Model definition
    shared_ptr<modeling::model> requestReceiver1 = translate::make_players_atomic_model<RequestReceiver,TIME>("requestReceiver1");
    shared_ptr<modeling::model> actionMaker1 = translate::make_players_atomic_model<ActionMaker,TIME>("actionMaker1");

    modeling::Ports iports_Player1 = {typeid(playGameIn)};
    modeling::Ports oports_Player1 = {typeid(gameActionOut)};
    modeling::Models submodels_Player1 = {requestReceiver1, actionMaker1};
    modeling::EICs eics_Player1 = {
        translate::make_EIC<playGameIn, RequestReceiver_defs::playGameIn>("requestReceiver1")
    }; modeling::EOCs eocs_Player1 = {
        translate::make_EOC<ActionMaker_defs::gameActionOut, gameActionOut>("actionMaker1")
    }; modeling::ICs ics_Player1 = {
        translate::make_IC<RequestReceiver_defs::playGameOut, ActionMaker_defs::playGameIn>("requestReceiver1", "actionMaker1")
    }; shared_ptr<modeling::coupled<TIME>> Player1 = make_shared<modeling::coupled<TIME>>("Player1", submodels_Player1, iports_Player1, oports_Player1, eics_Player1, eocs_Player1, ics_Player1);

    ... 

    //**********TOP MODEL**********
    modeling::Ports iports_TOP = {};
    modeling::Ports oports_TOP = {typeid(winReportOutP)};
    modeling::Models submodels_TOP = {play_game_gen, Player1, Player2, comparer};
    modeling::EICs eics_TOP = {};
    modeling::EOCs eocs_TOP = {};
}
After implementing all the coupled models, we define the runner as `cadmium::engine::runner<NDTime, logger_top> r(TOP, {0})`, where `NDTime` represents the time type, `logger_top` is the logger we have selected, `TOP` is the name of the variable where the Top Model is defined and `{0}` is the simulation starting time. Finally, we call the runner with the simulation finishing time as a parameter as explained in Figure 7.

### 4.3 Simulating the Rock-Paper-Scissors Game

In Figure 12, we show a simulation log for a scenario where the game is played for one round. As we can see in the log file, at time 2 min, the signal to trigger the game is generated. 5 seconds after, the comparer notifies the players that an action must be generated. 20sec after (at time 2min 25sec) the receiver sends the request to perform the action. At time 2min 28 sec action maker 1 (i.e., player 1) generates the decision P (i.e., paper) and player 2 S (i.e., scissors). At time 2min 43 sec the comparer generates an output stating that player 2 won the round.

The simulation log files can be processed using different techniques to identify, for example, what is the percentage of games won by each player or the percentage a player choose a given action.

### 5 CONCLUSIONS

In this tutorial, we have reviewed the DEVS formalism, the DEVS-Graph notation, and some of the DEVS simulators available to the community. We have focused on one of those simulators, Cadmium. Through an example, we have explained how to define both atomic and coupled models using the DEVS formalisms and how to implement them using Cadmium. A comprehensive list of DEVS models and their
implementation in Cadmium can be found on our GitHub repository: 
https://github.com/SimulationEverywhere/Cadmium-Simulation-Environment
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