ABSTRACT

Compared to other industries, production systems in semiconductor manufacturing have an above-average level of complexity. Developments in recent decades document increasing product diversity, smaller batch sizes, and a rapidly changing product range. At the same time, the interconnections between equipment groups increase due to rising automation, thus making production planning and control more difficult. This paper discusses a hybrid flow shop problem with realistic constraints, such as stochastic processing times and priority constraints. The primary goal of this paper is to find a solution set (permutation of jobs) that minimizes the production makespan. The proposed algorithm extends our previous work by combining biased-randomization techniques with a discrete-event simulation heuristic. This simulation-optimization approach allows us to efficiently model dependencies caused by batching and by the existence of different flow paths. As shown in a series of numerical experiments, our methodology can achieve promising results even when stochastic processing times are considered.

1 INTRODUCTION

Manufacturing companies are experiencing many challenges regarding customer orientation and on-time production, especially in an intensified global business and a digital transformation. In the past, generally, the primary objective was to increase the utilization of production chains towards an economic optimum. However, this goal has increasingly shifted more towards customer-oriented production in recent years. Accordingly, the focus of most companies is now on-time feasibility and adherence to promised delivery dates. This confronts operational production planning with questions about certain batches’ latest possible release, so that the product can still be manufactured and delivered on time. A constantly increasing complexity of production systems, in conjunction with a high degree of automation and random events—such as equipment failures and dependencies of immediately upstream or downstream equipment groups—repeatedly pose challenges for many production companies. As a result, there is an increasing need
to use optimization algorithms to handle the complexity of planning problems. According to Amaran et al. (2016), the use of simulation-optimization approaches could provide a differentiated answer here. Simulation-optimization methods are well established in planning, design, and ramp-up but are currently rarely used for operational decision support.

In many production systems, jobs can be processed through different equipment and transport routes. For example, in semiconductor manufacturing, individual jobs take different routes through the production system depending on various specifications and parameters set in advance. Different paths through the production system might cause time dependencies, so the order in which jobs leave the system might differ from the order in which jobs enter it. Consequently, this can lead to difficulties in planning batch-related insertion dates, especially if batch processes are also found within the production system. Therefore, the use of discrete-event simulation is needed to model the system and these time dependencies. In this paper, we analyze a stochastic real-world scheduling use case in the form of a multi-path version of a hybrid flow shop scheduling problem (Tosun et al. 2020). Flow shops describe production scenarios, in which every job follows the same direction through the production system. A flow shop is hybrid, if there exists more than one machine per stage. Assembly flow shops describe independent parallel flow shops, which all end up in one or more same stages. This version considers two batch processes, a global priority rule and a so-called “same setup” rule. The model is based on the specifics of a real production process managed by a German manufacturing industrial partner. The aforementioned elements make the computation of the makespan a non-trivial task: due to the existence of time dependencies and batches, the makespan cannot always be computed using a closed analytical expression. Furthermore, stochastic processing times pose an additional challenge, which has now been considered in this real-world scheduling use case.

Accordingly, the main contributions of this paper are: (i) a simulation model of a hybrid flow shop problem with pre-determined paths, which are predefined by individual parameters, specifications, and batching; (ii) a fast discrete-event heuristic that is able to deal with the complexity of the modeled system and compute the makespan associated with a proposed solution; (iii) the extension of the previous heuristic to a biased-randomized algorithm (Juan et al. 2020), which introduces an extended degree of randomness into the heuristic constructive process; and (iv) the evaluation of computational experiments, which show the performance of the proposed methodology for solving this scheduling problem. Concepts of discrete-event simulation and heuristic algorithms can be combined into discrete-event driven heuristics. Some typical applications include scenarios in which synchronization issues are relevant (Fikar et al. 2016), or rare events have to be modeled (Gholami et al. 2009; Allauzi and Artiba 2004). Furthermore, biased-randomized algorithms may generate alternative solutions based on heuristic dispatching rules. By employing Monte Carlo simulation and skewed probability distributions, biased-randomized techniques introduce a non-uniform random behavior into a dispatching rule. Employing parallelization techniques, these heuristics can be applied in the same computational time as the original dispatching rule, thus making these algorithms much more powerful than the original heuristics they build upon. Applications of these algorithms can be found in the scientific literature for flow shop problems (Ferrer et al. 2016). Similarly, applications of simheuristics in flow shop and other logistics problems are also available (Hatami et al. 2018; Gruler et al. 2017; Onggo et al. 2019). Despite that, a flow shop problem in the context of semiconductor manufacturing, as the one described here, has never been solved in related literature.

The paper is organized as follows. Section 2 provides a more detailed description of the scheduling problem studied in this paper. Section 3 reviews related work on similar flow shop problems. Section 4 provides more details on the proposed algorithms, so that other researchers or practitioners can reproduce them. Section 5 carries out a series of numerical experiments to test our methodology, and analyzes the obtained results. Finally, Section 6 summarizes the main findings of this paper and points out some future research lines.
2 DESCRIBING THE HYBRID FLOW SHOP PROBLEM

Our problem is based on the characteristics and restrictions of a pre-assembly production process in the semiconductor manufacturing industry. Figure 1 shows the considered problem of this paper. This problem can be categorized with the scheme first introduced by Graham et al. (1979) as a hybrid flow shop with several realistic constraints. In this scheme, scheduling problems are described with parameter tuples \((\alpha|\beta|\gamma)\). Since production systems complexity is increasing, Pinedo (2012) among others extends the classical notation with additional production environments (in \(\alpha\)), constraints (in \(\beta\)), and objective functions (in \(\gamma\)).

The production scenario (Figure 1) contains 10 production processes, where one machine processes one job at a time, and 2 production processes that gather products into batches. To support a uniform notation in scheduling literature, the variables are chosen wherever possible according to Ruiz and Vázquez-Rodríguez (2010) and Ruiz et al. (2008). Machines \(i \in M\) process jobs \(j \in N\) of different types or families \(t_j \in T (fmls)\). For our production process (Figure 1) \(M = \{P1, P2, \ldots, P10, G1, G2\}\). Four possible product types \(t_j\) appearing in the production scenario are \(T = \{T1, T2, S1, S2\}\).

According to their type, jobs have to be produced by a sequence of machines on a predefined route. Every job \(j\) is processed on machine \(P1\) as a first step. After that, production paths are divided according to the job’s type. Jobs \(j \in \{S1, S2\}\) follow the upper path of Figure 1 and are processed next by machine \(P2\). Jobs of product types \(T1\) and \(T2\) \((j \in \{T1, T2\}\)) are processed at the lower path of Figure 1 on machine \(P3, P6, P8\), and, subsequently, by machine \(P9\) in the case of product type \(T2\). Jobs of job type \(T1\) skip machine \(P9\) in the lower path. Accordingly, the model contains skipping stages (skip) referred to the categorization scheme of Pinedo (2012).

In the upper path, jobs are handled after \(P2\) in the case of type \(S1\) by machine \(P4\), and in the case of type \(S2\) by \(P5\) and \(P7\). So, the model includes machine qualifications \((M_j)\) according to the categorization scheme of Pinedo (2012). In addition, a priority rule regarding the jobs is applied in the system. Note that, because of their different paths, it is possible that jobs are processed at different speeds through the production system. Jobs of product type \(T2\) are prioritized, so if there are jobs of type \(T2\) waiting in a queue in front of a machine, they are processed first on the machine \((prec)\).

Apart from the batching processes, a ‘same setup’ priority rule is also applied in the production. In the semiconductor industry, numerous different product types are handled by the systems, in which each requires a special setup on the machines. In order to reduce these setup times, jobs of the same product type are given priority if possible (same setup). This method helps to sort the jobs in the queue depending on the setup status of the machines to minimize setup times and their influence to the makespan.

At the end of the production process in Figure 1, machines \(i \in \{G1, G2\}\) gather several jobs and process them simultaneously. Hence, they are referred to as batching machines, where the machines can deal with several product types in one batch. Six jobs are processed simultaneously on machine \(G1\), and the processing of jobs begins as soon as six jobs of product types \(S1\) and \(S2\) are waiting in front of the machine. As a last step, all jobs have to pass machine \(P10\). The objective for the problem of our paper is then to find an input permutation of jobs (a solution) that reduces the makespan \(C_{max}\). The deterministic problem can be formalized as:

\[
FHm \mid M_j, \text{batch, prec, skip, fmls} \mid C_{max}.
\]

Additionally, we consider uncertainty in process parameters to reflect real-world use case. To the best of our knowledge, such a realistic formulation of a hybrid flow shop from practice has not been analyzed in literature. Also hybrid flow shop scenarios with five \(\beta\)-components are rarely found in literature. The consideration of uncertainty for scheduling problems is often neglected. Even though solutions to our problem are missing in literature, related problems and related literature is presented in the following section.
Figure 1: A hybrid flow shop problem with random processing times, flow paths, and batching.
3 RELATED WORK

In several research papers, mixed integer programs, heuristics, metaheuristics and discrete-event simulation experiments are developed for hybrid flow shop problems for different application cases (Allaoui and Artiba 2004; Gholami et al. 2009; Fan et al. 2018; Lee and Loong 2019). The hybrid flow shop problem is NP-hard, even for a scenario with two stages and two identical parallel machines on one of both stages, and one machine on the other stage (Gupta 1988).

Several literature reviews of hybrid flow shops and assembly flow shops can be found (Komaki et al. 2019; Ruiz and Vázquez-Rodríguez 2010; Nikzad et al. 2015). A review of hybrid flow shops with the integration of batching components is provided in Morais et al. (2013). The optimization criteria makespan and time-based objectives dominate in the literature for flow shop environments (Komaki et al. 2019; Lee and Loong 2019). For hybrid flow shops, two possible formulations of priority rules can be found. First, there is a fixed defined ranking of priority groups, such as $Prio_1 = \{j_4\}$, $Prio_2 = \{j_1, j_3\}$, and $Prio_3 = \{j_2\}$. Secondly, for each job, a set of preceding jobs $Prio_j$ might be defined (Rui et al. 2008). A few papers study hybrid flow shop problems with priorities, batching, and makespan objectives.

For a hybrid flow shop with setup times, delayed machines, lag times between stages, machine qualifications, and makespan objective, Zandieh et al. (2010) compare Nawaz-Enscore-Ham (NEH), ‘shortest processing time’, and ‘longest processing time’. The authors conclude that NEH provides the best results for this type of problems.

A genetic algorithm for the hybrid flow shop problem with batching is proposed by Wilson et al. (2004). The initial solution for the genetic algorithm is generated by a ‘longest processing time’ dispatching rule, followed by the ‘earliest completion time’ heuristic for the following stages. A tabu search for a hybrid flow shop has been introduced by Logendran et al. (2006). In each iteration, the algorithm swaps jobs in their positions. To avoid loops, a tabu list memorizes pairs of jobs exchanged in previous iterations. The following dispatching rules are compared to construct the initial solution: Two algorithms based on 'longest processing time’, applied with the sum of the processing times over the stages per job, and an alphanumeric order. The paper shows that neither algorithm is better evaluated than the other.

A ‘shortest processing time’ heuristic for a hybrid flow shop with two stages is introduced by He et al. (2007). In the application case, jobs can only be processed by one qualified machine in the first stage. In the following stage, all jobs are processed on one machine, which uses batching.

The NEH heuristic gives good results in the area of flow shops ($FM$) in many cases. NEH was first formulated by Nawaz et al. (1983) for minimizing the makespan for flow shops ($FM || C_{max}$). For instance, a complex and realistic hybrid flow shop problem with changeover times, machine qualifications, and priorities is analyzed by Ruiz et al. (2008). To solve this problem, the NEH heuristic (Nawaz et al. 1983) is modified to consider $M_j$, skip and prec of the categorization scheme by Pinedo (2012).

Schumacher and Buchholz (2020) and Schumacher et al. (2020) present approaches to combine clustering, heuristics, metaheuristics, and discrete-event simulation to predict uncertainties in demands and schedule jobs in a realistic production. The problem is a hybrid flow shop with two stages, machine qualification, skipping stages, and uncertainties in demands, and the objective is to minimize the makespan. Distributions of scrap rates are estimated, and quantiles of the resulting distribution are used to increase production volume to avoid costly rescheduling. The second step applies ‘shortest processing time’, a tabu search algorithm, and local search algorithms. The best-evaluated plans are selected and evaluated in the third step by a detailed simulation model.

4 A BIASED-RANDOMIZED STOCHASTIC DISCRETE-EVENT SIMULATION ALGORITHM

The hybrid flow shop problem described in Section 2 is a complex problem considering setup times, stochastic random processing times, and job types’ priority. In the studied problem, the values of processing times follow a stochastic distribution (Section 5) and are not deterministic. Laroque et al. (2022) propose
an approach to solve a deterministic version of a similar problem. Their approach utilizes a multi-start biased-randomized version of the popular NEH heuristic.

The NEH heuristic starts by ranking the jobs by total processing time in descending order for each job using the average processing time of job \( j \) in stage \( i \). The first and second jobs in the list are selected and scheduled into the permutation in both possible orders. Ordering remains the same for each processing stage. The permutation with lower \( C_{\text{max}} \) is chosen. Afterwards, each not yet scheduled job is successively tested in all possible positions of the sequences generated and selected in the previous steps. Each time, the sequence with the lowest \( C_{\text{max}} \) is chosen.

In Laroque et al. (2022), the makespan of each proposed solution is computed using a deterministic discrete-event simulation. Our work extends the previous one by considering stochastic processing times, which obviously represent an additional challenge for any optimization solver. In our approach, an additional simulation layer is introduced to evaluate the effect of the stochastic elements on the makespan. Also, the deterministic discrete-event simulation is transformed into a stochastic discrete-event simulation. Figure 2 illustrates the logic behind our algorithm. A biased-randomized heuristic component takes care of generating new solutions (permutations of jobs) as explained in Laroque et al. (2022). Then, a stochastic discrete-event simulation component is responsible for executing the proposed solution in an environment with random processing times, which allows us to get a random observation of the makespan associated with the solution proposed by the heuristic component. In our approach, we run one hundred replications to estimate the makespan of a proposed solution. In the simulation component, events are defined, e.g., finishing processing of job \( j \) in stage \( i \). The event list is updated once an event is executed. The output of a simulation run is \( C_{\text{max}} \) that varies from one replication to another because of the introduced uncertainty of processing times, and the recorded \( C_{\text{max}} \) values are used in further analysis by the algorithm.

After several runs, the simulation component can offer an accurate estimate of the expected makespan associated with the proposed permutation of jobs. Notice that confidence intervals can also be computed with the same computational effort, which might be very useful to classify different solutions according to their quality and generate a list of ‘elite’ job permutation plans. At the end, the solution with the lowest expected makespan that the algorithm has found (best stochastic solution) is returned to the manager.

5 COMPUTATIONAL EXPERIMENTS

The approach in Section 4 has been implemented in Python 3.9 and tested on a generated set of instances for the problem described in Section 2. The deterministic version of the instances can be found at https://www.researchgate.net/publication/356874077_instances_flowShop. Twenty problem instances are defined in this set. The nomenclature of the instances follows the format \( n_m_y \), where \( n \) represents the number of jobs, \( m \) represents the number of machines, and \( y \) is an identifier number for instances with the same number of jobs and machines. Four types of jobs are being processed on the machines in these instances. Each of these types has its path across the machines. The setup and processing times on the machines vary based on the job type. In our iased-randomized heuristic component, the \( \alpha \) parameter of the geometric probability distribution was randomly chosen in the interval \( (0.3, 0.4) \). Experiments were run on a computer with an Intel Xeon E5-2650 v4 with 32GB of RAM. For each instance, the makespan of its best-found solution is shown in Table 1. These solutions correspond to the deterministic version and stochastic version of the problem. In addition, the proposed permutations of jobs of the deterministic solution is evaluated under stochastic conditions.

Our best-found solutions for the deterministic version of the problem (OBD) are recorded in the second column of Table 1. For the stochastic version, random processing times have been considered. These random processing times have been modeled using the log-normal probability distribution with two parameters, \( \mu \) and \( \sigma \). The estimated value of the processing time of job \( j \) on machine \( i \), \( E(P_{ij}) \), is the deterministic value of the processing time, \( p_{ij} \). For these numerical experiments, the variability of processing times is assumed to be \( Var(P_{ij}) = c \times p_{ij} \), where \( c > 0 \) is a design parameter. Hence, according to the log-normal properties:
Figure 2: The logic behind our simheuristic BR-DES approach.
Table 1: Experimental results, where OBD and OBS are our best deterministic and stochastic solutions, respectively. The -L, -M, and -H refer to the level of stochasticity introduced.

<table>
<thead>
<tr>
<th>Instance</th>
<th>OBD</th>
<th>OBS-L</th>
<th>OBS-M</th>
<th>OBS-H</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.15</td>
<td>2.73</td>
<td>5.75</td>
<td>8.63</td>
<td>6.72</td>
</tr>
<tr>
<td>2</td>
<td>3.21</td>
<td>3.89</td>
<td>6.89</td>
<td>9.77</td>
<td>7.85</td>
</tr>
<tr>
<td>3</td>
<td>4.30</td>
<td>5.01</td>
<td>8.01</td>
<td>11.0</td>
<td>9.09</td>
</tr>
<tr>
<td>4</td>
<td>5.39</td>
<td>6.09</td>
<td>9.09</td>
<td>12.0</td>
<td>10.1</td>
</tr>
<tr>
<td>5</td>
<td>6.48</td>
<td>7.19</td>
<td>10.19</td>
<td>13.19</td>
<td>11.29</td>
</tr>
<tr>
<td>6</td>
<td>7.57</td>
<td>8.27</td>
<td>11.27</td>
<td>14.27</td>
<td>12.37</td>
</tr>
<tr>
<td>7</td>
<td>8.66</td>
<td>9.36</td>
<td>12.36</td>
<td>15.36</td>
<td>13.46</td>
</tr>
<tr>
<td>8</td>
<td>9.75</td>
<td>10.45</td>
<td>13.45</td>
<td>16.45</td>
<td>14.56</td>
</tr>
</tbody>
</table>

1895
\[
\mu = \ln E(P_{ij}) - \frac{1}{2} \ln \left( 1 + \frac{\text{Var}(P_{ij})}{E(P_{ij})^2} \right)
\]

\[
\sigma = \sqrt{\ln \left( 1 + \frac{\text{Var}(P_{ij})}{E(P_{ij})^2} \right)}
\]

Three stochastic scenarios were defined by varying the value of \( c \): low, medium, and high. For each scenario, the best deterministic solutions were evaluated under the stochastic conditions, and our best stochastic solutions (OBS) were found and recorded. Thus, for instance 30.12.4, the deterministic solution under medium stochastic level (OBD-M) has a makespan of 617.51, and our best stochastic solution (OBS-M) has a makespan of 615.20 (Columns OBD-M and OBS-M in Table 1). The last columns in Table 1 displays gaps with respect to OBD, and Figure 3 displays these gaps.

![Figure 3: Gaps of the different approaches with respect to the best deterministic solution.](image)

6 CONCLUSIONS

This paper considers a hybrid flow shop problem with random processing times, different flow paths depending on the type of job, time dependencies, and batching requirements. The model analyzed is based on a real-life system in the semiconductor industry. Due to the existence of time dependencies, it is not feasible to compute the makespan associated with a proposed solution by simply using an analytical expression. Hence, a discrete event simulation needs to be carried out each time a new solution is proposed. Apart from being time-consuming, using a pure simulation approach does not allow us, in general, to generate high-quality solutions. Moreover, the existence of random processing times makes the problem even more challenging. In order to properly address this stochastic optimization problem, which aims at minimizing the expected makespan, a simheuristic algorithm is proposed. It integrates a biased-randomized heuristic with a stochastic discrete-event simulation. The biased-randomized heuristic is in charge of...
proposing promising solutions, which are then submitted to the stochastic DES to assess its expected makespan. According to our numerical experiments, the resulting simheuristic is able to outperform the best solutions found for the deterministic version of the problem (one using expected processing times) when these are employed in a scenario under uncertainty. This illustrates the fact that optimal / near-optimal solutions to a deterministic version of an optimization problem become sub-optimal solutions when utilized in the stochastic version. Also, the results show that the higher the variability, the more sub-optimal the deterministic solution is.

For future work, we plan to enrich the system model using FlexSim and then connect our biased-randomized heuristic component with it by employing the Python connectivity recently provided by the aforementioned commercial simulator. Also, we plan to integrate a machine learning component that can act as a surrogate model to estimate the outcome of the simulation. This will be useful to filter out non-promising solutions and save computational time in large-sized systems.
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