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ABSTRACT
Efficiently solving multi-objective optimization problems for simulation optimization of important scientific and engineering applications such as materials design is becoming an increasingly important research topic. This is due largely to the expensive costs associated with said applications, and the resulting need for sample-efficient, multiobjective optimization methods that efficiently explore the Pareto frontier to expose a promising set of design solutions. We propose moving away from using explicit optimization to identify the Pareto frontier and instead suggest searching for a diverse set of outcomes that satisfy user-specified performance criteria. This method presents decision makers with a robust pool of promising design decisions and helps them better understand the space of good solutions. To achieve this outcome, we introduce the Likelihood of Metric Satisfaction (LMS) acquisition function, analyze its behavior and properties, and demonstrate its viability on various problems.

1 INTRODUCTION
Simulation is a fundamental element to many product and system development processes. As mathematical, statistical, and machine learning algorithms leverage increasingly powerful computational hardware to perform elaborate tasks, simulation has grown to play a key role in fields such as materials science, operations research, industrial engineering, aerodynamics, pharmaceuticals, image processing, and many others. In particular, a key use of these simulations is to serve as a surrogate for the eventual implementation and/or manufacturing during the design optimization; running a computational simulation is likely much cheaper than actually conducting a physical experiment or fabrication (Forrester et al. 2008; Negoescu et al. 2011; Molesky et al. 2018; Haghanifar et al. 2020).

Computational simulations can, however, easily run for hours or days, making simulation itself an often costly proposition. The high cost of a single simulation is compounded by the frequent need to simulate many different systems to search for a set of desirable outcomes. This is the motivating force behind simulation optimization, which seeks to identify suitable system parameters to achieve a satisfactory system or effective simulation in a sample-efficient fashion, i.e., with as few simulations conducted as possible.

In practical situations, simulations almost always have multiple competing objectives which define success, and thus it is important for users to understand trade-offs between these competing objectives in order to make an informed design decision. Multiobjective optimization tackles this problem by identifying the Pareto frontier, which is the manifold in objective space such that improving one objective cannot occur without harming another. Unfortunately, using the Pareto frontier as the measurement of success may be limiting in engineering and design applications. Simulations always yield some gap from reality (both due to imprecision in the simulation and errors in the modeling itself) meaning that even if we could perfectly optimize the simulation, the eventual performance of the real, physical system would still suffer from a
loss in optimality. This ubiquitous problem in single-objective optimization is more pronounced in the multiobjective setting. The Pareto frontier is sensitive to these ever-present inaccuracies, and as a result, candidates near the Pareto frontier, unaccounted for in most optimization literature, are still of scientific interest in the real world. For example, (del Rosario et al. 2020) introduces the notion of Pareto shells, the set of near Pareto optimal solutions, as the desired outcome of multiobjective optimization.

This sensitivity to both simulation noise and model error make the Pareto frontier inadequate for many practitioners, who seek a more robust method for efficient design-of-experiments. The purpose of this paper is to help bridge this discrepancy between theory and practice by offering an alternative formulation to multiobjective optimization, known as constraint active search (CAS) (Malkomes et al. 2021). The purpose of CAS is to account for the three factors described above: sample-efficiency, multiple objectives, and simulation inaccuracy. However, instead of explicit optimization, CAS searches for a diverse set of satisfactory points which can be considered for eventual manufacturing. In (Malkomes et al. 2021), the authors introduced CAS and tackled diversity in parameter space with the expected coverage improvement (ECI) acquisition function. CAS has been successfully used to help design nanostructured glass with multiple desirable optical and physical characteristics, in which it sought a diverse set of candidates in parameter space that fulfilled user-specified performance thresholds.

In this article, we propose an alternate definition of diversity to guide constraint active search. Rather than using diversity in parameter space (the input space), we seek diversity in objective space (the output space). Doing so gives us the ability to have greater understanding as to how the competing objectives are likely to interact among satisfactory configurations; this, in turn, gives us more confidence about the eventual manufacturing or deployment process. Our paper makes the following concrete contributions:

- We propose an alternative approach to multiobjective optimization, in which we solicit minimum performance thresholds and search for a diverse set of objective values that meet these thresholds.
- We use multi-output Gaussian process modeling combined with a novel acquisition function called Likelihood of Metric Satisfaction (LMS) to search for a diverse set of feasible objective values in a sample-efficient manner.
- We demonstrate the effectiveness on a set of synthetic problems as well as a real-world nuclear fusion simulation optimization problem.
- We identify key practical steps to take when using CAS-LMS to achieve diversity in objective space in adverse and/or complicated circumstances.

2 BACKGROUND

2.1 Bayesian Optimization

One of the best-known stochastic surrogate optimization methods for expensive, black functions is Bayesian optimization (BO). BO consists of two core components: a probabilistic model (commonly referred to as a surrogate model) that models the objective function and an acquisition function that uses the model to determine where next to sample.

BO research can be traced back to the Efficient Global Optimization (EGO) algorithm (Jones et al. 1998), which combined a Gaussian Process model with the Expected Improvement acquisition function (Mockus et al. 1978). Recent research has proposed the use of other probabilistic models, such as kernel density estimators (Bergstra et al. 2011) or random forests (Hutter et al. 2011). In practice, Gaussian processes (Rasmussen and Williams 2005) have become the predominant surrogate model of choice in the BO community, bolstered by the proliferation of modern GP software such as GPY (GPY 2012) and GpyTorch (Gardner et al. 2018). A significant portion of the BO literature focuses on proposing new acquisition functions, including Upper Confidence Bound (Srinivas et al. 2010), Knowledge Gradient (Scott et al. 2011), and Entropy Search (Villemonteix et al. 2009). Each of these methods have different treatment of the exploration exploitation tradeoff. As a result, there is no one default acquisition function agreed
upon in practice, and researchers continue to develop new variations of these aforementioned acquisition functions for different applications. We refer the readers to (Garnett 2022) for a modern comprehensive review of BO.

2.2 Multiobjective Bayesian Optimization

The earliest attempt at adapting BO to multiobjective optimization is the Pareto Efficient Global Optimization (ParEGO) algorithm (Knowles 2006), which uses the aforementioned EGO algorithm to optimize a linear combination of the multiple objectives. This so-called linear scalarization does not work well when the Pareto frontier is non-convex in the objective space. Second, this method lacks interpretability in practice; finding the appropriate weighting of multiple objectives is a nontrivial task.

A separate approach leverages work from constrained Bayesian optimization literature (Gardner et al. 2014), by reformulating the problem as a constrained optimization problem, commonly known as the \( \varepsilon \)-constraint method. In this setting, the objectives are treated as inequality constraints of the form \( f(x) \leq \varepsilon \), for some known threshold \( \varepsilon \). These constraints often appear naturally in real world applications, such as baseline performance metrics (Haghanifar et al. 2020).

Recent effort in multiobjective BO focuses on directly improving the hypervolume of the Pareto frontier directly (Emmerich et al. 2011; Daulton et al. 2020; Daulton et al. 2021). In particular, (Daulton et al. 2020) exploits modern parallel hardware (such as GPUs) to efficiently compute the expected hypervolume. Similar to \( \varepsilon \)-constraint methods, these hypervolume improvement methods also require knowing \textit{a priori} thresholds on the objective values.

2.3 Active Search and Feasibility Determination

Our proposed work is also related to the topics of \textit{active search} (Garnett et al. 2012; Jiang et al. 2017) and \textit{feasibility determination} (Szechtman and Yücesan 2008; Szechtman and Yücesan 2016). Active search can be seen as a special case of Bayesian optimization, where one has binary observations and cumulative reward. The goal of active search is to sequentially discover members of a rare, desired class. Inspecting any element is assumed to be expensive, representing, for instance, the cost of performing a real world laboratory experiment.

2.4 Constraint Active Search with Parameter Diversity

Constraint active search is an alternate formulation of the multiobjective design problem first proposed in (Malkomes et al. 2021). In lieu of identifying the highest performing design (in a single objective setting) or the Pareto frontier (in a multiobjective setting), success is defined as the identification of multiple outcomes in a “satisfactory region”. User-defined upper or lower constraints on each objective implicitly define the satisfactory region (the region of satisfactory performance); we adopt the same structure. Designs which satisfy these constraints are termed satisfactory.

CAS proceeds in a sequential fashion, similarly to Bayesian optimization: first, each objective is modeled using the available data (we use a Gaussian process, though other models are viable); second, a next design at which to sample is suggested through optimization of an acquisition function. (Malkomes et al. 2021) introduced the expected coverage improvement (ECI) acquisition function – ECI is maximized for designs which have high probability of satisfying the user-defined constraints but also are sufficiently distinct from previously observed satisfactory designs in parameter space.

3 CONSTRAINT ACTIVE SEARCH WITH OBJECTIVE VALUE DIVERSITY

Given a target range of objective values, we seek to generate a diverse set of outcomes in the objective space that presents decision makers with a robust set of promising designs, so that they may better understand the space of good solutions for the problem at hand. We want to do this in a sample-efficient manner, which
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Figure 1: We compare random search, BO, CAS in parameter space, and CAS in objective space on the same multiobjective problem. The top row shows the observed samples in the parameter space (blue); the bottom row, in the objective space (red). BO seeks to isolate the Pareto frontier, leading to a tight concentration of points in both parameter and objective space. CAS in parameter space unsurprisingly achieves diversity in parameter space, but at the cost of poor spread in objective space. Spreading points out in objective space —CAS with objective value diversity— is the topic of this paper.

presents two additional challenges that are not present in the parameter space formulation of constraint active search.

- **Objective Uncertainty**: Achieving diversity in objective space is subject to uncertainty because we do not know prior to evaluating the objective what those values will be. This stands in contrast to achieving parameter diversity, in which no uncertainty exists in the parameter values.
- **Objective Heteroskedasticity**: Sampling the objective uniformly across parameter space will very likely yield a non-uniform distribution of objective values. For example, a substantial portion of the domain in parameter space may map to a very concentrated cluster in objective space, making it difficult for an algorithm to spread objective values out efficiently.

To address these challenges, we propose a novel acquisition function criterion—which we call Likelihood of Metric Satisfaction (LMS)—to select a suitable next evaluation during constraint active search. LMS is defined over our optimization domain \( \mathcal{X} \) and the value \( \text{LMS}(x) \) quantifies how much \( x \) might improve the diversity in objective values we seek.

We outline our constraint active search procedure with the following general steps:

1. Build a multi-output Gaussian process surrogate to model the observation data.
2. Choose the next evaluation to be \( x^* = \arg\max_x \mathcal{X} \text{LMS}(x) \).
3. Evaluate \( y = f(x) \), update the observation data, and repeat until budget exhausted.

In the following subsections, we lay out a more precise problem statement, describe the Gaussian process (GP) model, and then explain LMS at length.
3.1 Notation and Problem Statement

Suppose we want to search for design configurations in a $d$-dimensional, compact search space $\mathcal{X} \subset \mathbb{R}^d$. We may judge the quality of a design $x \in \mathcal{X}$ by evaluating $m$ expensive black-box objective functions $f_1, f_2, \ldots, f_m$, each mapping $\mathcal{X}$ to $\mathbb{R}$. We seek designs $x$ that yield satisfactory performance, defined by finite threshold values $\tau = [\tau_1, \tau_2, \ldots, \tau_m]^T$. Specifically, we wish to sequentially select configurations from:

$$S = \{x \mid f(x) \geq \tau\},$$

where $f(x) \geq \tau := f_i(x) \geq \tau_i, i = 1, \ldots, m$. We refer to $S$ as the satisfactory region. We make the assumption that $f : \mathcal{X} \rightarrow \mathcal{Y}$ is continuous and that the set $\{y \mid y \geq \tau\}$ is also compact.

The concrete goal of CAS using the LMS acquisition function is identify candidates in $S$ and disperse them throughout the subregion of objective space that exceeds a certain user-defined performance threshold. The LMS acquisition function does this by attempting to guarantee that each point is at least distance $r$ from any other point in objective space, where $r$ is a user-defined resolution parameter.

3.2 Gaussian Process Models

A Gaussian process (GP) model is a specific type of stochastic surrogate model —to be more precise, a random field—that uses radial basis functions to model the value of an unseen point as a normal distribution (Fasshauer and McCourt 2015). In recent years, GPs have become a popular method for modeling simulation experiments (Binois et al. 2015; Binois et al. 2018), due to not only their ability to accurately approximate a wide range of continuous functions, but also due to their built-in uncertainty estimates.

We start by first describing the GP model of a scalar function. Note that for clarity, the notation used in this subsection will be slightly different from that of the rest of the paper. We assume that we are trying to model a function $y = f(x)$, $x \in \mathbb{R}^d$, $y \in \mathbb{R}$, and $f(x) : \mathbb{R}^d \rightarrow \mathbb{R}$. We collect $n$ observations of $f(x)$ in the pair of matrices $\{X, y\}$, where $X = [x_1, \ldots, x_n]$ and $y = [y_1, \ldots, y_n]^T$.

On this set of $n$ observations we place a GP prior. Given this GP prior, the posterior distribution of any set $k$ of function values is modeled by a random variable $y_x \in \mathbb{R}^k$ with the following normal distribution:

$$y_x \sim \mathcal{N}(\mu_x, \tilde{K}_{XX}) \mid \bar{\mu}_x = K_{XX}^T(K_{XX} + \sigma^2 I_d)^{-1}(y_x - \mu_x) + \mu_x, \tilde{K}_{XX} = K_{XX}^T(K_{XX} + \sigma^2 I_d)^{-1}K_{XX}.$$

The entries of the vector $\mu_x \in \mathbb{R}^n$ and the matrices $K_{Xx} \in \mathbb{R}^{n \times k}, K_{XX} \in \mathbb{R}^{n \times n}$ are determined by a mean function $\mu(x)$ and a covariance kernel $k(x, x')$ respectively, which largely control the fit of the GP. The $\sigma^2$ term is a regularization parameter and $I$ is the $n \times n$ identity matrix. The GP we have described models a scalar function. However, in this paper we deal with multi-objective functions. To model these, we simply use a collection of $m$ independent GP models.

3.3 Constraint Active Search with Parameter Diversity

Constraint active search (CAS) was first introduced in (Malkomes et al. 2021), in which the authors searched for designs in $S$ which were as dispersed as possible within $\mathcal{X}$. The ECI acquisition function was created in pursuit of this goal. ECI balances the exploitation and exploration tradeoffs by simultaneously preferring candidates that are a) likely to satisfy the performance thresholds and b) located in unexplored regions. This paper can be viewed as an extension of CAS to objective space instead of the parameter space considered in the original work. The challenges of achieving diversity in parameter and objective space are somewhat different given the heteroskedasticity and uncertainty in the latter, and therefore our approach in this paper differs from that of ECI. However, we maintain a resolution parameter $r$ which defines a sense of locality through Euclidean distance surrounding satisfactory designs.
Figure 2: On the left, we plot the LMS values in parameter space. In the middle, we plot high values of LMS in objective space. On the right, we visualize computing LMS($\mathbf{x}^*$), where $\mathbf{x}^*$ is. LMS over our domain, in objective space. The LMS value is the volume of the Gaussian probability distribution that models $f(\mathbf{x}^*)$ centered around $\mu(\mathbf{x}^*)$ that is within the satisfactory region (magenta) and sufficiently far from existing observations in objective space (white circles).

3.4 Likelihood of Metric Satisfaction

LMS quantifies how likely a configuration $\mathbf{x}$ will be satisfactory (exceeding all thresholds) and promote diversity in objective space. This requires us to first define what diversity means. For LMS, we specify diversity using an additional parameter $r$, which informs the minimal distance between objective values it seeks to achieve. Given $r$, we define the following.

**Definition 1** (Number of neighbors within $r$) The number of neighbors within $r$ of a point $\mathbf{y}$ and a finite set $\mathcal{Y} \subset \mathcal{Y}$ is defined as

$$N_r(\mathbf{y}, \mathcal{Y}) = |\{\mathbf{y}' \mid \mathbf{y}' \in \mathcal{Y}, d(\mathbf{y}, \mathbf{y}') < r\}|,$$

for an a priori fixed $r \in \mathbb{R}^+$ and an appropriate distance function $d : \mathcal{Y} \times \mathcal{Y} \mapsto \mathbb{R}^+$.

**Definition 2** (Average number of neighbors within $r$) The average number of neighbors within $r$ of a finite set $\mathcal{Y} \subset \mathcal{Y}$ is defined as

$$N_r(\mathcal{Y}) = \frac{1}{n} \sum_{i=1}^{n} N_r(\mathbf{y}_i, \mathcal{Y}),$$

for an a priori fixed $r \in \mathbb{R}^+$ and an appropriate distance function $d : \mathcal{Y} \times \mathcal{Y} \mapsto \mathbb{R}^+$.

**Definition 3** (Comparing the spatial diversity of two sets) Given a radius $r$, we say that $\mathcal{Y}_1$ exhibits more spatial diversity than $\mathcal{Y}_2$ if $N_r(\mathcal{Y}_1) < N_r(\mathcal{Y}_2)$.

In other words, $\mathcal{Y}_1$ exhibits greater spatial diversity than $\mathcal{Y}_2$ if it has fewer neighbors within $r$ on average. More generally, a set of points that are well-spaced apart will be more spatially diverse than a set of points that are very tightly clustered. Note that this definition is somewhat counter-intuitive because a lower $N_r$ implies higher diversity.

We need one last definition and that is the half space whose points are greater than the threshold.

**Definition 4** (Half space exceeding thresholds) $H_\tau \subset \mathbb{R}^m$ is the half-space greater than thresholds $\tau$:

$$H_\tau = \{\mathbf{y} \mid \mathbf{y} \in \mathbb{R}^m, \mathbf{y}_i \geq \tau_i, i = 1, \ldots, m\}.$$

Having now defined all these things, we can now precisely define LMS. Assume we already have a set of in observations in objective space $\mathcal{Y}$. We want the objective values of the next observation $\mathbf{y}$ to decrease
When ECI is used for diversity in parameter space, the user benefits from knowing a priori where within radius \( r \) of any other observation. We also want \( y \) to satisfy our thresholds i.e., \( y \in H_\tau \). LMS is the probability of these two events occurring with respect to a GP distribution on \( y \).

**Definition 5** (Likelihood of Metric Satisfaction) The LMS value of a point \( x \) and its associated objective values \( y = f(x) \) is the probability that \( y \) has no neighbors within \( r \) and lies in \( H_\tau \):

\[
\text{LMS}(x) = Pr\left( \mathbb{N}_r(y, Y) = 0 \ , \ y \in H_\tau \right).
\]

Thus, the higher the LMS value, the greater the probability that the observed next objective value \( y \) will decrease \( \mathbb{N}_r \); thus, it may help to think of LMS as attempting to minimize \( \mathbb{N}_r \) in a sample-efficient manner.

We assume we have \( m \) independent Gaussian process models that capture our prior beliefs about observations \( y_i = f_i(x_i) + \epsilon_i \) for \( i = 1, 2, \ldots, m \), as a probability distribution over \( p(y) \), where \( \epsilon_i \) is additive Gaussian noise. This set of GPs models each point \( y(x) = [y_1(x) \ldots y_m(x)] \) as the following distribution:

\[
y_i(x) \sim \mathcal{N}\left( \tilde{\mu}_x^{(m)} \ , \ \tilde{\Sigma}_{xx}^{(m)} \right) \mid \tilde{\mu}_x^{(m)} \in \mathbb{R}^m, \tilde{\Sigma}_{xx}^{(m)} \in \mathbb{R}^{m \times m},
\]

where \( \tilde{\mu}_x^{(m)} \) is vector of GP means for each objective and \( \tilde{\Sigma}_{xx}^{(m)} \) is the matrix of GP variances for each objective. Then LMS(\( x \)) is the volume of the PDF of \( \mathcal{N}(\tilde{\mu}_x^{(m)}, \tilde{\Sigma}_{xx}^{(m)}) \) that is above the thresholds and not within radius \( r \) of any existing observation in objective space. This is visualized in Figure 2, in which we plot the LMS values over the parameter and objective spaces.

To compute LMS, we rewrite it as the following integral of an indicator function:

\[
\text{LMS}(x) = E_x[\mathbb{1}_{\tau,Y}(y_x)] = \int_{\mathbb{R}^m} \mathbb{1}_{\tau,Y}(y_x)p(y_x)dx,
\]

where \( \mathbb{1}_{\tau,Y}(y_x) \) is 1 when \( y \) is above the thresholds and outside \( r \) of any observations, and 0 otherwise. We compute LMS in a straightforward manner with Monte Carlo (MC) integration —sample \( \{y_1, \ldots, y_N\} \) from \( \mathcal{N}(\tilde{\mu}_x^{(m)}, \tilde{\Sigma}_{xx}^{(m)}) \) and sum the samples: \( \text{LMS}(x) \approx \frac{1}{N} \sum_{i=1}^{N} \mathbb{1}_{\tau,Y}(y_i) \). We note that computing the acquisition function via MC is very common in Bayesian optimization (Emmerich et al. 2011; Daulton et al. 2020; Garnett 2022) and is indeed supported by popular BO packages such as BoTorch (Balandat et al. 2020).

### 3.5 Scaling in Objective Space

When ECI is used for diversity in parameter space, the user benefits from knowing a priori what range the parameter values may take —indeed, they are the ones who define the search domain \( \mathcal{X} \). As a result, ECI is able to choose an appropriate measure of distance \( d(x, x') \) such that scale of each axis is the same —for example, by normalizing \( \mathcal{X} \) to be the unit hypercube \([0, 1]^d\).

No such luxury exists in the case of LMS, which works with no prior knowledge of the range of \( \mathcal{Y} \). If objective \( f_1 \) represents simulation time and objective \( f_2 \) represents a residual, then \( f_1 \) may be on the order of \( 10^6 \) while \( f_2 \) may be on the order of \( 10^{-6} \). In this particular case, if the user selects \( d(y, y') \) to be standard Euclidean distance, any perturbation to \( f_1 \) will far exceed the largest of perturbations to \( f_2 \); this heavily biases diversity towards \( f_1 \).

There is no perfect solution to this problem, and we advocate for dynamic scaling of each objective’s axis to address this problem. At each iteration, we consider the minimal bounding box of our observed objective values and scale each dimension to be unit length. We provide an experimental study in Section 4.1 to illustrate the practical improvements that dynamic scaling provides.

### 4 EXPERIMENTS

In this section, we present numerical experiments to analyze the efficacy of our method. We compare our LMS acquisition function against three baselines: Random search, expected hypervolume improvement (Daulton et al. 2020), and the expected coverage improvement (Malkomes et al. 2021).
Table 1: Select experimental results from three problems: HC22, described in Section 4.1, RE33 (Tanabe and Ishibuchi 2020), and a plasma physics simulation optimization problem, with an optimization budget of 30, 50, and 100, respectively. The median over ten trials is provided below. We see that LMS achieves the lowest fill distance in objective space. It also generally achieves the lowest number of neighbors within $r_y$ (random search does this trivially by identifying very few feasible points, thus guaranteeing that they are spaced far apart). MOBO achieves the highest hypervolume.

<table>
<thead>
<tr>
<th>Function</th>
<th>$d$</th>
<th>$m$</th>
<th>Methods</th>
<th>Fill distance ↓</th>
<th># Satisfactory ↑</th>
<th># Neighbor ↓</th>
<th>Hypervolume ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>HC22</td>
<td>2</td>
<td>2</td>
<td>RND</td>
<td>4.31</td>
<td>2</td>
<td>0.0</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BO</td>
<td>11.4</td>
<td>27</td>
<td>9.20</td>
<td>1.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ECI ($r_x = 0.1$)</td>
<td>4.84</td>
<td>20</td>
<td>2.5</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>LMS ($r_y = 0.1$)</td>
<td><strong>2.61</strong></td>
<td>21</td>
<td>1.0</td>
<td>1.50</td>
</tr>
<tr>
<td>RE33</td>
<td>3</td>
<td>3</td>
<td>RND</td>
<td>7.18</td>
<td>5</td>
<td>0.0</td>
<td>5.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BO</td>
<td>2.53</td>
<td>32</td>
<td>3.06</td>
<td><strong>15.02</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ECI ($r_x = 0.1$)</td>
<td>10.01</td>
<td><strong>45</strong></td>
<td>4.71</td>
<td>10.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>LMS ($r_y = 0.26$)</td>
<td><strong>1.50</strong></td>
<td>33</td>
<td>2.48</td>
<td>6.93</td>
</tr>
<tr>
<td>STELL</td>
<td>9</td>
<td>3</td>
<td>RND</td>
<td>37.62</td>
<td>7</td>
<td>0.0</td>
<td>17.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BO</td>
<td>31.31</td>
<td>30</td>
<td>15.46</td>
<td><strong>36.83</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ECI ($r_x = 0.1$)</td>
<td>32.66</td>
<td><strong>32</strong></td>
<td>14.88</td>
<td>25.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>LMS ($r_y = 0.5$)</td>
<td><strong>30.79</strong></td>
<td>20</td>
<td><strong>0.0</strong></td>
<td>29.18</td>
</tr>
</tbody>
</table>

We emphasize that no single criterion can sufficiently convey the full strength of any methodology; this is especially true in the multiobjective setting, in which different performance criteria already exist to quantify different algorithmic goals. We hope to impart a nuanced comparison of LMS to existing baselines.

To that end, we consider the following four standard criteria.

- **Number of neighbors within $r$**: Defined in Section 3.4, LMS attempts to keep this quantity small. Note that this is a particular metric for the more general notion of coverage, which is a commonly used criteria to judge the spread of points in a continuous space (Sayın 2000).
- **Fill distance**: Fill distance is a standard measure of spatial diversity in a simple domain $S$. Given a set of sample points $Y$, the fill distance is formally defined as the following: $\text{FILL}(Y, S) = \sup_{y \in S} \min_{y_j \in Y} d(y_j, y)$. In Euclidean space, $\text{FILL}(Y, S)$ is the radius of the largest empty ball one can fit in $S$, and measures the spacing of $X$ in $S$. The smaller a set’s fill, the better distributed it is within $S$. Special sets that achieve low fill in simple domains include low-discrepancy sequences and Latin hypercubes, used frequently in simulation optimization (Niederreiter 1992).
- **Positive samples**: The number of points whose objective values exceed $\tau$.
- **Hypervolume**: We measure the hypervolume of region in objective space bounded by the Pareto frontier and the defined thresholds. In particular, we conjecture that algorithms which excel at maximizing the hypervolume may underperform on other criteria, and vice versa.

4.1 Demonstration of Likelihood of Metric Satisfaction

Here we compare the algorithms on a simple two objective problem, with each objective $f : R^2 \rightarrow R$,

$$f_1(x) = \exp(\frac{(x_1 - 0.2)^2 + (x_2 - 0.5)^2}{2}),$$

$$f_2(x) = \exp(\frac{(x_1 - 0.8)^2 + (x_2 - 0.5)^2}{2}).$$
We set the thresholds to be $f_1(x) \geq 0.85$ and $f_2(x) \geq 0.85$. We run each method for 20 iterations and plot the samples in both parameter space and objective space in Figure 1 of Section 2.4. Visually, we see that multiobjective Bayesian optimization seeks to isolate the Pareto frontier, leading to a tight concentration of points in both parameter and objective space. CAS using ECI does a good job of spreading points out in parameter space, but not objective space. Conversely, using LMS instead yields our desired result—a diverse spread of points in objective space.

### 4.2 Scaling in Objective Space

Next, we investigate how the difference in the range of $f$ can impact the LMS algorithm. We repeat the test functions in Section 4.1, but scale $f_1(x)$ and its corresponding threshold by a factor of $s_m = \{5, 10\}$. For the non-normalized LMS, we multiply the resolution parameter $r$ by a factor of $s_m/\sqrt{2}$. For the normalized LMS, we fix the $r_{normalized} = 0.2$. We demonstrate the different behaviors of the normalized and non-normalized LMS algorithms in Figure 3.

We can observe that the non-normalized LMS algorithm tends to search along $f_1$ when scaled, since it is more likely find new satisfactory samples that are at least $r$ away from the observed samples because the axis along $f_1$ is longer. In contrast, the normalized LMS algorithm consistently produces more “evenly” distributed samples in the objective space despite the scaling of $f_1$.

### 4.3 Relationship between Parameter and Objective Satisfactory Region

We then investigate how LMS perform for different parameter satisfactory regions. More specifically, we want to see if LMS still works as the relative satisfactory region in the parameter space decreases. We modify the objective functions in Section 4.1 with a $s_m$ scaling factor. As $s_m$ increases, the satisfactory region in the parameter space decreases, but the satisfactory region in the objective space remains the same.
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Figure 4: Comparison of LMS and RND for different parameter satisfactory volumes (same satisfactory region in objective space).

\[
\begin{align*}
  f_1(x) &= \exp((x_1 - 0.2)^2 + s_m(x_2 - 0.5)^2)/2), \\
  f_2(x) &= \exp((x_1 - 0.8)^2 + s_m(x_2 - 0.5)^2)/2).
\end{align*}
\]

We demonstrate in Figure 4 that LMS can consistently sample diversely in the satisfactory region in the objective space, despite the satisfactory region in the parameter space shrinking. In contrast, random search is unable to handle the shrinking satisfactory region.

4.4 Plasma Physics

A stellarator is device that uses a set of magnetic coils to confine a plasma hot enough to sustain nuclear fusion (Spitzer Jr 1958). Stellarator coils lack rotational symmetry, and possess notably warped shapes due to the complex, quasi-symmetric magnetic field they must produce. Thus, determining suitable stellarator designs through simulation is crucial to produce a stellarator candidate for real-world production.

We use the PyPlasmaOpt (Giuliani et al. 2022) simulator to generate a diverse set of stellarator designs, where each stellarator is a set of coils. Each coil is represented by the curve in 3D Cartesian coordinates \( \Gamma(\theta) = (x(\theta), y(\theta), z(\theta)) \), where each coordinate admits the following Fourier expansion, e.g., for \( x \):

\[
x(\theta) = c_0 + \sum_{k=1}^{n_{\text{order}}} s_k \sin(k\theta) + c_k \cos(k\theta).
\]

For each coil, the parameters \( c_k \) and \( s_k \) are the search parameters. Given fixed coils, the simulator solves a certain first order, nonlinear ordinary differential equation outputs summary information in three functions: \( f(x) = [F_{\text{magnetic}}(x), F_{\text{transform}}(x), F_{\text{shape}}(x)] \).

The first quantifies the quasi-symmetry of the magnetic field —the smaller it is, the more desirable the resulting field. The second locks the solution into a target rotational transform. The third penalizes overly complex coils too impractical to manufacture in real life. We test LMS on a small stellarator simulation of six repeated coils and present results in Table 1.
5 CONCLUSION

In this paper, we tackle an alternative formulation multi-objective optimization problems for simulation optimization by generating a diverse set of designs in objective space instead of explicitly searching for the Pareto frontier. This presents decision makers with a robust pool of promising design decisions and helps them better understand the space of good solutions.

We do so through an acquisition called Likelihood of Metric Satisfaction (LMS), which quantifies the utility of a candidate point as the probability that it is both above user-defined performance thresholds and sufficiently far from other observations in objective space. We then illustrated the strength of LMS on a few synthetic simulation optimization problems as well as one application in stellarator design for nuclear fusion. Finally, we examine the performance of LMS under adverse conditions. We believe LMS and more generally, the presentation of multiple, diverse solutions to a design problem, is a promising research direction. Future work includes simultaneously considering diversity in both parameter and objective space.
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