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ABSTRACT 

Fault detection and classification are crucial in equipment monitoring since it helps to prevent unexpected 

breakdowns. Nowadays, this task is implemented by massively applying various machine learning and deep 

learning techniques to detect faults as early as possible. In addition to the semiconductor manufacturing 

complexity, such as the sensor data being in the form of multivariate time series of variant lengths, one 

challenge is that the process data are very often (extremely) imbalanced. This research proposes a Ghost 

Point Resampling methodology which consists of kernelizing the FDC data, calculating distance measures, 

upper sampling the minority class, and finally classifying the faults in the kernel space. The effectiveness 

of doing data augmentation in the invisible kernel space will be demonstrated by case studies. 

1 INTRODUCTION 

IC makers usually install comprehensive sensors to control the process to decrease the chances of fault 

occurrence, and consequently, massive production data are collected. To make sense of the big process data, 

engineers and researchers put enormous effort into the equipment condition modeling and try to set up 

rules/policies for optimal equipment control. However, an obvious drawback of the data-driven modeling 

techniques is the fault data are often of the minority class and result in the ineffectiveness of the imbalanced 

data analytics. Moreover, the data collected from multiple sensors exhibit sequence dependencies and often 

have variant lengths given the process nature. Not to mention that the sensor readings are also impacted by 

the recipe changes. It is, therefore, very challenging to classify the faults in the matured manufacturing 

production line.   

Research on the classification of imbalanced data has emerged in the last two decades (see He and 

Garcia 2009; Guo et al. 2017), but unfortunately, the classification of imbalanced time series in 

semiconductor manufacturing is still rare to see. Thus, a framework for resolving the classification of highly 

imbalanced FDC data in semiconductor manufacturing is proposed in this research. 

2 METHODOLOGY  

As shown in Figure 1, the proposed framework consists of three major phases. In the preprocessing phase, 

raw time series data of wafer 𝑖 are collected in tabular form and denoted as 𝐗𝑖. The distance metric between 

two wafers is calculated by applying the Dynamic Time Warping (DTW) method. Given 𝑛 wafers, an 𝑛 ×
𝑛 distance matrix for each sensor will be obtained. 

Following the Ghost Point Method proposed by Köknar-Tezel and Latecki (2011), we propose to 

consolidate the results of multiple time series into a unified distance (or dissimilarity) matrix. For the 

minority class, 𝑘 synthetic points are created in the space of the distance matrix, which can be regarded as 

in the kernel space. Accordingly, a kernel-based classifier shall be applied. Because the data are sequence-

dependent, Gaussian or negative kernels that preserve and reserve the order of the data should be used 

(Badiane and Cunningham 2022). Finally, the classifier is trained with the augmented data. 
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Figure 1: The proposed framework of the ghost point resampling method for imbalanced time series. 

3 RESULT AND ONGOING WORK 

For the moment, we utilize PHM 2018 data to test the proposed framework. There are 17 sensors and 11 

faults out of 3719 wafers in recipe 01. Different numbers of ghost points are created to train the model. The 

performance is shown in Figure 2. A quick conclusion can be learned that the ghost point method improves 

the SVM performance significantly. 

   
Figure 2: Testing results of the ghost point resampling applied to 2018 PHM challenge data. 

Based on the preliminary results, we can see that the distance metrics, the consolidation of the multiple 

time series, and the kernel-based classifiers are all keys to the success of modeling the imbalanced faults. 

Methodological extensions are under development, and related experiments are being designed and tested. 
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Xi is FDC data for wafer i where xi,j,k is the sensor reading for ith 

wafer on jth SVID at time k  
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where M is number of sensor and ni number of timestamps of 

wafer I (Fan et al. 2020)  

Illustration of  x, a, b  in distance space X and a corresponding 

ghost point 𝑒 = 𝜇ሺ𝑎, 𝑏ሻ = ℎ−1൫1 2൫ℎሺ𝑎ሻ + ℎሺ𝑏ሻ൯Τ ൯ . Detail 

calculation of e refers to Köknar-Tezel & Latecki (2011) 

 


