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ABSTRACT 

Input distribution modeling is an important aspect of stochastic simulation models.  This paper provides an 

overview of the functionality of the discrete and continuous distribution modeling capabilities provided by 
the Kotlin Simulation Library (KSL). The library provides an API framework for defining distribution 
selection metrics, combining the metrics into an overall score, and recommending a distribution based on 
the scoring models.  In addition, the library provides capabilities for performing goodness of fit statistical 
tests and other model fit diagnosis analyses. The paper provides context for how users can use existing 
capabilities and extend those capabilities to their needs. Examples are provided to illustrate the library. 

1 INTRODUCTION 

Based on various programming language rankings, Kotlin has consistently held a position within the top 
15 languages over the past five years. According to Loftus (2023), Kotlin currently occupies the 11th rank 
and has been steadily gaining popularity. Kotlin boasts several compelling language features, including 
clear and concise functional and object-oriented specifications, static compilation, robust type safety, 
explicit handling of null values, and support for asynchronous programming via co-routines. Kotlin also 

offers support for Jupyter notebook computations. These attributes make Kotlin an attractive choice for 
teaching, research, and practice. 

The Kotlin Simulation Library (KSL) is an open-source library written for Kotlin that facilitates Monte 
Carlo and discrete-event simulation modeling.  A full description of the capabilities of the KSL is provided 
in Rossetti (2023a), with a summary overview provided in Rossetti (2023d).  The KSL provides interfaces 
and classes that extend the capabilities of Kotlin to include generating pseudo-random numbers, random 

variate generation, probability modeling, distribution fitting, statistical analysis, and discrete-event system 
simulation model building via both the event view and the process view. The probability modeling and 
distribution fitting functionality are the focus of this paper. 

Input modeling for stochastic simulation experiments remains an important topic within the application 
of discrete-event simulation models for both researchers and practitioners. Because of the importance of 
this topic, the KSL provides classes and interfaces that can be used to develop new methods for the fitting 

of probability models and implements functionality that is on par with commercial packages that focus on 
the univariate distribution fitting problem, commonly found in practice and commonly supported by 
discrete-event simulation packages.  Because of Kotlin’s support for Jupyter notebooks, the incorporation 
of the KSL’s distribution fitting functionality is easily used within a notebook without learning all the 
details of the Kotlin programming language. Thus, the discussed functionality could be used instead of 
proprietary software within an educational setting. In addition, a Kotlin-based simulation course could be 

supported by Rossetti (2023a). 
Because distribution fitting is typically not discussed in introductory probability and statistics courses, 

this leaves simulation courses to cover this important topic. The theory and methods of distribution 
modeling have been and continue to be an important topic in many simulation textbooks.  For example, 
Chapter 4 of Kelton et al. (2010a), Chapter 9 of Leemis and Park (2006), Chapter 9 of Banks et al. (2005), 
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Chapter 4 of Kelton et al. (2010b), and Chapter 6 of Rossetti (2015) all cover the distribution input modeling 
task.  While proprietary software is available to perform the distribution fitting task, except for a couple of 
exceptions noted in the literature review, there remain limited options for high-quality open-source 

distribution fitting software. The purpose of the KSL distribution modeling functionality is to supply an 
open-source and extendable framework for educators who cannot afford to or do not want to get locked 
into proprietary software. This paper will overview the capabilities of the KSL for distribution modeling 
and illustrate the application of the functionality with an example and an illustrative research question.   

The paper is organized as follows.  The next section presents background on selected topics in input 
distribution modeling based on a review of the literature. The literature review will identify a few emerging 

topics of interest. In addition, the section will briefly summarize other libraries or tools that users may find 
useful for input distribution modeling. Then, section 3 of the paper presents the KSL’s distribution modeling 
functionality. Unfortunately, due to paper length limitations, this will necessarily only present key 
capabilities so that the reader can better understand the illustrative examples in the subsequent sections. 
Finally, the summary provides some conclusions about input modeling and suggests avenues for future 
research and the extension of the KSL’s capabilities in this area. 

2 LITERATURE REVIEW 

A review of the literature indicates that the teaching of stochastic concepts, especially that surrounding the 
understanding of distributions remains of interest to educators. For example, Erjongmanee (2019) 
investigates a novel approach to teaching probability and statistics to engineering students, which offers a 
practical, data-driven methodology based on more than two years of empirical teaching experience (2016–
2017). The method includes two steps: one, sample data collection: using a specially designed website that 

generates random numbers, students gather and examine sample data. This gives students a concrete way 
to see and comprehend distributions and randomness.  Second: sample origin narration and parameter 
estimation: students can connect abstract numbers and actual occurrences by hearing stories about how 
samples are obtained from experiments. The survey findings revealed that students felt the sample analysis 
tasks significantly improved their comprehension of probability and their capacity to use statistical ideas. 

Fergusson and Pfannkuch (2020) address the critical problem of how to informally test the fit of a 

probability distribution model in a way that is educationally desirable for senior secondary school students, 
as the current method lacks clear criteria and does not account for sample size, despite the need for a 
conceptually sound approach before introducing formal methods. Marasinghe et al. (1996) highlighted the 
limitations of traditional data analysis assignments, which often fail to provide students with a deep 
understanding of statistical concepts due to their static and procedural nature. Their project at Iowa State 
University designed instructional modules that utilize statistical software, simulations, and interactive 

graphics, providing a more comprehensive understanding of statistical methods. The authors propose 
integrating these modules into undergraduate statistics curricula to enhance student learning outcomes and 
facilitate understanding of complex statistical theories.  

Jamie (2002) provides a comprehensive review of the application of computer simulation methods 
(CSMs) to enhance student understanding of statistical ideas through interactive and visual learning 
experiences, aligning with active learning and constructivist teaching methods. Key statistical concepts, 

including the Central Limit Theorem, t-distribution, Confidence Intervals, Binomial Distribution, 
hypothesis testing, regression analysis, sampling distributions, and survey sampling, are identified as areas 
where CSMs can be incredibly effective. Despite the promising recommendations from educators, Jamie 
(2002) identifies a significant gap in empirical research validating the effectiveness of CSMs compared to 
traditional teaching methods.  

In the following, we present existing packages that can be used to fit distributions within a course 

setting.  The interactive software package, UNIFIT, introduced by Law and Vincent (1985) greatly 
simplified the process of fitting probability distributions to observed data. With UNIFIT, statistical methods 
are combined with graphical representations in a three-step process: first, potential distributions are 
hypothesized using heuristic techniques; next, parameters for these distributions are estimated from the 
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data; and last, the best-fit distribution is identified using goodness-of-fit tests and heuristic techniques. In 
addition to heuristic techniques, UNIFIT provides analysts with access to goodness-of-fit tests such as the 
Anderson-Darling, Kolmogorov-Smirnov, and chi-square tests. The authors list some of the main benefits 

of utilizing their method, such as a notable decrease in both cost and time, a significant improvement in the 
amount of thoroughness that can be performed, and a reduction in the likelihood of analysis errors, tackling 
the problem of errors discovered in many books and software programs.  

Delignette-Muller and Dutang (2015) concentrate on fitting univariate distributions to different types 
of data (continuous censored/non-censored, discrete) through various estimate methods, highlighting the 
difficulty in the statistical practice of choosing suitable distributions and estimating parameters. The 

fitdistrplus package in R enhances distribution fitting by providing various estimating methods tools for 
comparing fits and managing bootstrap parameter estimations. The authors present functions in the 
fitdistrplus package that facilitate distribution fitting using various methods such as maximum likelihood 
estimation, moment matching, and quantile matching. The package also includes tools for evaluating and 
comparing the accuracy of fits, but it does not automatically recommend a distribution. Possible areas for 
improvement include increasing the package's ability for multi-modal distributions, fitting distributions to 

high-dimensional data, or incorporating more complex statistical learning techniques.  
In Python, there is a Reliability library (Reid 2020) that discusses the process of fitting all available 

distributions given a dataset. The documentation explains the automatic selection of distributions based on 
the BIC metric, which works with the likelihood function, number of data points, and number of parameters 
to be estimated.  The next section introduces the distribution fitting capabilities of the KSL. 

3 THE KSL DISTRIBUTION FITTING PACKAGE 

Input distribution modeling involves understanding the process of generating the data, developing a plan 
for collecting the data, graphical and statistical analysis of the data, hypothesizing distributions, estimating 
the parameters of the distributions, and checking the goodness of fit for the hypothesized models. The KSL 
provides the modeler with tools for the graphical and statistical analysis of the data, estimating the 
parameters of the distributions, and checking the goodness of fit.  In addition, as part of the distribution 
fitting framework, the KSL automates the parameter estimation process and the evaluation of a set of 

candidate distributions in order to provide a recommended distribution according to user-defined scoring 
models. This section provides an overview of this functionality. 

3.1 Graphical and Statistical Analysis 

To develop an understanding of the data and to generate possible candidate probability models, the key step 
in the input modeling process is to analyze the data graphically. The plotting capabilities of the KSL are 
leveraged on the lets-plot Kotlin open-source library. The lets-plot library is a rendition of the capabilities 

found within the popular ggplot2 library that is well-known to R enthusiasts. There are implementations of 
lets-plot for Python and the JVM ecosystem, including Kotlin. The KSL provides pre-defined classes that 
wrap the capabilities of the lets-plot library to implement a set of easy-to-use plots that are most relevant to 
simulation practitioners. The plotting capabilities of the KSL are found in the ksl.utilities.io.plotting 
package. This section only mentions the plots relevant to input modeling. Due to space limitations, a 
subsequent section will illustrate a few of these plots. The KSL provides the following classes that facilitate 

this analysis. 
 
• Histogram, HistogramPlot – The KSL Histogram class allows the definition of interval breakpoints 

and tabulates the frequencies and proportions associated with the defined bins. Summary sample 
statistics are also tabulated including but not limited to (average, variance, standard deviation, 
coefficient of variation, skewness, kurtosis, minimum, and maximum).  The Histogram class 

provides automated procedures for determining suitable breakpoints for both the visualization task 
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and the goodness of fit task. The HistogramPlot class provides the visual representation of the 
histogram data within a browser window or for export to a file.  

• IntegerFrequency, IntegerFrequencyPlot – These two classes parallel the capabilities of the 

histogram classes and are intended for use when analyzing situations involving discrete random 
variables.  

• Statistic – The Statistic class tabulates summary statistics and provides functions for computing the 
order statistics, quantiles, lag correlations, central moments, Von Neumann lag-1 test statistic, AIC 
criterion, Anderson Darling test statistic, BIC criterion, Cramer Von Mises test statistic, empirical 
CDF, g-test statistic, and Watson test statistic.  

• ObservationPlot – The observation plot makes a time-sequenced plot of observations for 
diagnosing time dependence and patterns. 

• ACFPlot – The autocorrelation plot visually displays the estimated autocorrelation function for a 
set of lags. This is used to diagnosis whether the data can be considered as independent.  

• PPPlot, QQPlot – These two plots provide the probability-probability and the quantile-quantile 
plots for comparing the empirical probabilities and quantiles to the hypothesized values. 

 
 The KSL also provides a PMF comparison plot, a CDF difference plot (as described in Chapter 6 of 
Law (2007), a density overlay of the histogram, and an empirical versus theoretical CDF plot.  The most 
useful for input modelers is the FitDistPlot class, which combines the P-P plot, Q-Q plot, density plot, and 
empirical CDF plot into a single plot similar to the functionality found in R’s fitdistrplus package (see 
Delignette-Muller and Dutang, 2015).  After statistically and graphically analyzing the data, the next step 

in the input modeling process is to hypothesize candidate distributions. Once the candidate distributions are 
specified, their parameters need to be estimated.  

3.2 Estimation of Distribution Parameters 

The KSL provides a framework of classes and interfaces to implement procedures for estimating the 
parameters of distributions. Rossetti (2023d) describes the distributions available within the KSL each of 
which have corresponding implementations for estimating its parameters. The following estimation 

methods are available: generalized beta (MOM), binomial (MOM), exponential (MLE), gamma (MLE or 
MOM), lognormal (MLE), negative binomial (MOM), normal (MLE), Pearson Type 5 (MLE), Poisson 
(MLE), triangular, uniform, and Weibull (MLE and percentile). 

The most important concept for using the API is that a user must provide the estimateParameters() 
function of the ParameterEstimatorIfc interface and that it returns an instance of the EstimationResult class.  
These interfaces define a flexible approach to the estimation process: an input array of data and an output 

array of parameter estimates. The results of the estimation process are summarized in the EstimationResult 
class, which provides the estimated parameters, statistics, data for testing, and most importantly an 
indication of the success or failure of the estimation process. In essence, this permits the application of any 
parameter estimation algorithm on a given dataset regardless of whether the distribution is appropriate or 
regardless of the convergence of the algorithm. If the algorithm reports success, then the estimated 
parameters are included in the evaluation of the distribution.  

If modelers need to fit a distribution that is not modeled within the KSL, then the distribution’s 
parameter estimation procedure must be implemented. In addition, the modeler will need to implement a 
class representing the distribution. Depending on the type of distribution, this may involve implementing 
the requirements of the ContinuousDistributionIfc interface or the DiscreteDistributionIfc interface for the 
underlying probability model. The KSL also automatically provides the ability to compute confidence 
intervals on the estimated parameters. This is achieved through the KSL’s extensive bootstrapping 

capabilities provided within the ksl.utilities.statistic package. 
To setup the KSL’s distribution recommendation functionality, the user supplies a set of objects that 

implement the ParameterEstimatorIfc interface.  This set of estimators constitute the set of possible 
distributions evaluated for quality of fit. The default set includes the uniform, triangular, normal, 
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generalized beta, exponential, lognormal, gamma, Weibull, and Pearson type 5 distributions. The following 
section describes the recommendation methodology. 

3.3 Distribution Recommendation Functionality 

Once the parameters have been estimated, the quality of the distributional fit can be assessed, and a 
distribution recommended.  Via the KSL’s PDFModeler class, the parameters of candidate distributions 
can be automatically estimated and scored across a number of pre-defined or user developed metrics. The 
metric must define its domain (or set of legal values) and its direction. Direction means whether bigger 
scores are better than smaller scores or vice versa. This information is used when a set of scores are 
combined into an overall score.  To combine the scores, the KSL uses a form of multi-objective decision 

analysis (MODA).  The basics of the MODA methodology are fairly standardized as laid out in (Parnell, et 
al. 2013).  The following scoring models are illustrated in this paper. 

 
• Squared error criterion - The squared error is defined as the sum over the intervals of the squared 

difference between the relative frequency and the theoretical probability for each interval. 
• Chi-Squared criterion - The chi-squared criterion is the chi-squared test statistic value that 

compares the observed counts to the expected counts over the intervals. 
• Cramer Von Mises criterion - The Cramer Von Mises criterion is a distance measure used to 

compare the goodness of fit of a cumulative distribution function to the empirical distribution.  
• Anderson Darling criterion - The Anderson-Darling criterion is similar in spirit to the Cramer Von 

Mises test statistic except that it is designed to detect discrepancies in the tails of the distribution. 
• Kolmogorov-Smirnov criterion - The Kolmogorov-Smirnov criterion represents the largest vertical 

distance between the hypothesized distribution and the empirical distribution over the range of the 
distribution. 

 
 As part of the MODA methodology, the KSL recommendation framework permits users to define their 
own scores, specify the value measure mapping functions (linear by default), specify the weights of 
importance amongst the metrics (equal by default), and the form of the value aggregation model (additive 

by default). This method permits an overall score to be computed, and the distribution with the highest 
score is recommended.   

One of the key challenges of automating the scoring process is that some criteria may be sensitive to 
the specification of histogram breakpoints.  The squared error and chi-squared criteria are two such metrics. 
The KSL attempts to define the breakpoints for the intervals such that each interval has the same probability 
of occurrence. This also ensures that the expected number of observations within each interval is 

approximately the same. This approach is outlined in Chapter 6 of the Law (2007). The main issue is 
determining the number of intervals. Williams (1950) recommended choosing the class limits for testing U 
(0,1) data such that the expected number in the interval was n/k, where n is the number of observations and 
k is the number of class intervals. With 𝑧1−𝛼 representing the standard normal ordinate for confidence level 
1 − 𝛼, Williams (1950) recommended that the number of class intervals be: 

 

𝑘 = ⌈4√
2(𝑛 − 2)2

𝑧1−𝛼

5

⌉ 

 
This approach produces equally distant breakpoints over (0,1).  Define the breakpoints as 𝑢𝑖  for 𝑖 =
1,2, ⋯ , 𝑘. Then, the approach defines breakpoints for the distribution, F(x), as 𝑏𝑖 = 𝐹−1(𝑢𝑖), which results 

in non-equally spaced breakpoints for F(x), but the probability associated with each interval will be 
approximately the same (equal).  As recommended in Law (2007), this approach mitigates the sensitivity 
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of the metrics to the specification of the breakpoints and has theoretical underpinnings that attempt to have 
sufficient observations within each interval.  

While the KSL’s recommendation framework is based on scoring models with no distribution testing, 

the framework also facilitates the statistical tests that may be associated with some of the metrics. Thus, 
statistical tests of the recommended distribution can still easily be performed, including the chi-squared 
test, the Kolmogorov-Smirnov test, the Anderson-Darling test, and the Cramer-Von Mises test.   

The KSL focuses on the fitting and evaluation of continuous distributions; however, the PMFModeler 
class provides the ability to estimate the parameters of discrete distributions and perform statistical tests on 
the fitted distribution. Due to space limitations, we do not discuss these capabilities in this paper. The design 

of the PDFModeler class and the flexibility of the estimation framework permit the modeler to step through 
a series of commands to produce pieces of the analysis or to call a single command and fit all the default 
distributions, evaluate the scores, recommend a top distribution, then perform statistical analysis. This will 
be illustrated in the next section. 

4 EXAMPLE USAGE OF THE LIBRARY 

This section presents illustrative examples of using the library for both distribution fitting and investigating 

interesting research questions. The first example illustrates how to use the library to recommend a 
distribution and its parameters to a data set.   

4.1 Illustrative Distribution Modeling 

The data associated with this example can be found here. This data represents the time to perform a task 
within a pharmacy setting measured in seconds rounded to two decimal places.  To analyze this situation, 
we will work through a KSL Kotlin script.  The first step is to import the data, perform some statistical 

analysis, and make some plots.  These tasks can be performed with the following code. 
 
val myFile = KSLFileUtil.chooseFile() 

if (myFile != null){ 

    val data = KSLFileUtil.scanToArray(myFile.toPath()) 

    val d = PDFModeler(data) 

    println(d.histogram) 

    println() 

    val hPlot = d.histogram.histogramPlot() 

    hPlot.showInBrowser() 

    val op = ObservationsPlot(data) 

    op.showInBrowser() 

    val acf = ACFPlot(data) 

    acf.showInBrowser() 

 
This code opens a file chooser dialog to allow the user to select the file. The file is a text file with the data 
in a single column with an observation on each line of the file. The data is scanned into an array and supplied 
to create the instance of the PDFModeler class.  The PDFModeler class uses a KSL histogram to summarize 

the statistics of the data and prepare a histogram plot. In addition, the KSL’s ObservationsPlot and ACFPlot 
class are used to show the observations ordered by time and an autocorrelation plot.  Due to space 
limitations, the plots are not shown here.  The histogram output is informative in that it clearly shows that 
the task time has a minimum that is much larger than zero. Thus, estimating a shift parameter will be 
necessary for this situation.  

 

Histogram: 

Bin Range        Count CumTot Frac  CumFrac 
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  1 [36.00,161.00) = 60 60.0 0.600000 0.600000  

  2 [161.00,286.00) = 22 82.0 0.220000 0.820000  

  3 [286.00,411.00) = 10 92.0 0.100000 0.920000  

  4 [411.00,536.00) = 6 98.0 0.060000 0.980000  

  5 [536.00,661.00) = 1 99.0 0.010000 0.990000  

  6 [661.00,786.00) = 1 100.0 0.010000 1.000000  

Number 100.0 

Average 182.77779999999996 

Standard Deviation 141.61119713746893 

Minimum 36.84  Maximum 782.22 

 
The KSL PDFModeler class can automatically test for and prepare the data for distribution fitting when a 
shift parameter is warranted. The following code illustrates the fitting and evaluation portion of the KSL 
script.  

 

val results  = d.estimateAndEvaluateScores() 

println("PDF Estimation Results for each Distribution:") 

results.sortedScoringResults.forEach(::println) 

val topResult = results.sortedScoringResults.first() 

val scores = results.evaluationModel.alternativeScoresAsDataFrame("Distributions") 

val values = results.evaluationModel.alternativeValuesAsDataFrame("Distributions") 

val distPlot = topResult.distributionFitPlot() 

distPlot.showInBrowser("Recommended Distribution ${topResult.name}") 

println("** Recommended Distribution** ${topResult.name}") 

val gof = ContinuousCDFGoodnessOfFit(topResult.estimationResult.testData, 

    topResult.distribution, 

    numEstimatedParameters = topResult.numberOfParameters) 

println(gof) 

 
The instance of the PDFModeler class is used to estimate and evaluate the fit via the function 
(estimateAndEvaluateScores()).  From the results, the user can access the estimated parameters and results 
for every distribution that was evaluated. In addition, the scoring model results allow the user to review the 
scores and find the recommended result.  Due to space limitations, only a portion of the output is presented 

in Figure 1, which illustrates the scoring results and distribution fits.  

 

Figure 1: Sorted standardized MODA value scores for each distribution. 

3136



Rossetti, Hashemian, Aghamohammadghasem, Phan, and Mousavi 
 

 

The scoring results show that the recommended distribution is 36.84 + Exponential(mean=145.94). The 
KSL also facilitates statistical testing of the results as shown in the following output. 

 

Number of estimated parameters = 1 

Number of intervals = 20 

Degrees of Freedom = 18 

Chi-Squared Test Statistic = 16.00078444607034 

P-value = 0.5924925929222205 

Hypothesis test at 0.05 level:  

The p-value = 0.5924925929222205 is >= 0.05: Do not reject hypothesis. 

 

Goodness of Fit Test Results: 

K-S test statistic = 0.0399213095618332 

K-S test p-value = 0.9954253138552503 

Anderson-Darling test statistic = 0.24859556182926212 

Anderson-Darling test p-value = 0.9710833730000956 

Cramer-Von-Mises test statistic = 0.02528354392365822 

Cramer-Von-Mises test p-value = 0.9893094979248238 

 

Based on the goodness of fit tests and reported P-Values, we would not reject the hypothesis that the data 

comes from the recommended exponential distribution. Figure 2 presents the FitDistPlot plot containing 
the density overlay, empirical CDF, Q-Q, and P-P plots and clearly indicates a good fit to the data. 

 

Figure 2: Histogram, Q-Q, ECDF, and P-P FitDistPlot charts. 
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4.2 How Much Data Do You Need to Fit a Gamma Distribution? 

This section illustrates how the KSL’s distribution fitting API can be utilized to study research questions 
of interest. The results presented in this section were generated and analyzed within the context of a unit on 

distribution modeling within a graduate level course on simulation. The API of the library allows the 
flexibility of executing experiments involving distribution fitting and evaluation. The API facilitates an 
analysis of the quality of different estimation algorithms, the study of metrics and their concordance with 
selecting the correct distribution, the tuning of evaluation/recommendation models, and understanding the 
effects of sample size on the recommendation process. In this section, we attempt to answer the question 
of, how much data is needed to adequately fit a gamma distribution. Our effort in this section presents 

preliminary work towards addressing the same question for any distribution.   
The experimental setup is as follows. For a set of test cases involving the gamma distribution, we will 

generate datasets for sample sizes 𝑛 =  10, 20, ⋯ ,2000.   This process will be repeated for multiple 
replications (𝑟 =  1000) to measure the chance that the correct distribution family (in this case the gamma 
distribution) is selected by the scoring and evaluation process. 

Since Kotlin is a general-purpose programming language users have access to a wide variety of libraries 

and solutions. Using the IO utilities, statistics and random packages of the KSL, the experiments were set 
up to capture a wide variety of statistical responses including the (1st = win, 2nd = place, 3rd = show) place 
winners for each sample size across the 1000 replications. From this, we can estimate the chance that the 
gamma distribution is correctly recommended. We also capture the estimated parameters (shape and scale) 
so that error measures can be computed with respect to the true known parameters. The set of candidate 
distributions included are exponential, Weibull, gamma, generalized beta, lognormal, normal, triangular, 

uniform, and Pearson Type V. The scoring criteria presented in section 3.3 were used in the evaluation 
process and with default equal weights across the scoring models were used in the MODA evaluation.  In 
other words, the default setting of the KSL PDFModeler class was used. However, since the data was 
known to be generated without a shift parameter, the automated shift parameter estimation procedures were 
turned off for the experiments.  

The results of Figure 3 concern the accuracy of the estimation fitting process. As anticipated, the results 

indicate that as the sample size grows, the probability of the shape or scale parameter being within 10% of 
the true value also increases.  

 

Figure 3: Probability of the shape and scale being within 10% of true value over different sample sizes. 

Table 1 shows the minimum sample size needed to identify the distribution family with a predetermined 
probability for each case. The sample sizes in the table represent the initial sample size where the probability 
of correctly selecting the distribution family is associated. Based on Table 1, scenario 6 can accurately 
identify the Gamma distribution with a probability exceeding 0.975 by using just 100 samples. However, 
for cases 4 and 5, it takes a sample size of over 2000 to meet this probability.  
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Table 1: Gamma distribution cases and number of samples needed to identify the distribution family. 

    P(Correct Selection) 

ID shape scale mean variance cv 0.5 0.75 0.8 0.85 0.9 0.95 0.975 

1 2 2 4.0 8.0 2.0 50 130 160 240 310 580 840 

2 3 2 6.0 12.0 2.0 70 190 290 350 530 800 1170 

3 5 1 5.0 5.0 1.0 100 290 410 520 720 1170 1690 

4 9 0.5 4.5 2.25 0.5 160 450 610 800 1120 1770 >2000 

5 7.5 1.1 8.25 9.075 1.1 188 440 500 700 1000 1630 >2000 

6 0.5 1 0.50 0.500 1.0 20 30 40 40 50 80 100 

 
Noting that the column (0.5) in Table 1 represents the sample size where the correct distribution family 

(gamma) became the majority of the recommendations, we get insights into the minimum amount of data 
necessary to find the distribution family. Clearly, as shape gets smaller, the sample size needed decreases. 
The reason that the shape of 0.5 does so well is that the resulting distribution is very different in shape 

(form) than many common distributions. Also, as the shape increases, the sample size needed tends to 
increase. Looking at the actual distributional forms indicates that more data is needed because the cases 
look very similar to other distribution shapes (e.g., normal etc.). The recommendation method needs more 
data when the distributions look similar. It should be clear from these initial results that the amount of data 
needed depends on the distributional form, and, in general, has a magnitude in the hundreds. 

Figure 4 visually presents the relationship between the sample size and the probability of choosing the 

correct distribution family for each case. Based on Figure 4, some cases can detect the distribution family 
faster than others, such as case 6 (brown line in the figure). The probability of detecting the family of 
distribution is significantly influenced by the shape and scale parameter of the Gamma distribution. 

  

Figure 4: Probability of detecting Gamma distribution for each case over different sample sizes. 

5 SUMMARY AND FUTURE WORK 

This paper introduced a new distribution and fitting API for the Kotlin Simulation Library (KSL). The API 
consists of packages (classes and interfaces) designed to facilitate the estimation of distribution parameters 
and the evaluation of the resulting distributions for their quality of fit. The key innovative features include 
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a standardized API for the estimation process, which allows any estimation routine to be used for 
distribution parameter estimation. This also includes the bootstrap estimation of confidence intervals for 
the estimated parameters. The KSL provides a wide variety of diagnostic plots for analyzing the data before 

the fitting process (e.g., time series plot, ACF, histograms, frequency plots, etc.) as well as diagnostic plots 
such as density overlay, empirical CDF, Q-Q, and P-P plots. The KSL also provides a multi-objective 
distribution scoring and recommendation engine based on the inclusion of sets of user defined distribution 
fitting metrics.  The API will also estimate shift parameters and perform goodness of fit statistical tests.   

The main area for future work includes the implementation of additional distributions such as Pearson 
Type IV, Laplace, LogLogistic, Logistic, Johnson, and MetaLog (Keelin, 2016) and implementations for 

their parameter estimation. In addition, work is in progress to investigate and tune the distribution 
recommendation engine and develop recommendations for sample size requirements for various 
distributions. In the case of tuning the recommendation engine, a method for computing basic statistics for 
the sample and then setting the weights for the scoring may allow for more accurate recommendations.  For 
example, if you suspect that the data comes from a particular distributional family, how much data should 
you have to reliably recommend the distribution. 
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