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ABSTRACT

Nested simulation refers to the problem of estimating a functional of a conditional expectation that cannot
be evaluated analytically and requires simulation. It finds a wide range of applications in operations research
and machine learning, including portfolio risk measurement, pricing of complex derivatives, and Bayesian
experimental design. Nested simulation typically proceeds at two levels. At the outer level, a number
of scenarios are simulated. Then, at the inner level, given each scenario, one or multiple samples are
simulated for estimating the conditional expectation. Various approaches have been proposed for estimating
the conditional expectation and conducting nested simulation itself, focusing on point estimation and/or
interval estimation, and addressing general or specified forms of the functional. In this tutorial, we review
several approaches to nested simulation and discuss their contributions to the field.

1 INTRODUCTION

Nested simulation refers to the problem of estimating a functional of a conditional expectation, where the
conditional expectation cannot be evaluated analytically but instead requires simulation. Specifically, the
quantity of interest can be expressed as

α = ρ(E[Y |X ]), (1)

where X is a random vector in Rd with d ≥ 1, Y is a random variable in R, and the functional ρ maps a
random variable to a real number, such as the cumulative distribution function or quantiles.

The problem of estimating α in the form of (1) finds several applications in operations research,
particularly in risk measurement for financial portfolios. For instance, Y might represent the (discounted)
loss of a portfolio at maturity, e.g., one year, and E[Y |X ] denotes its mark-to-market loss for a given scenario
of risk factors X up to a risk horizon prior to maturity, e.g., one week. In financial risk management,
quantifying various risk measures associated with the mark-to-market loss E[Y |X ], such as the value-at-risk
(VaR) and the conditional value-at-risk (CVaR), is of paramount importance.

The form of (1) is quite general and can accommodate different risk measures. For instance, VaR with
a confidence level β ∈ (0,1) is defined as:

ρ(E[Y |X ]) = inf{x : F(x)≥ β}, (2)

where F denotes the cumulative distribution function of E[Y |X ], and another widely used risk measure,
CVaR, with a confidence level β , is given by

ρ(E[Y |X ]) = inf
u∈R

{
u+(1−β )−1E(E[Y |X ]−u)+

}
. (3)

In addition to VaR and CVaR, other forms of ρ are also studied in the literature. For instance, when ρ is
expressed as ρ(E[Y |X ]) = E [g(E[Y |X ])] for an appropriate function g(·), it leads to different risk measures
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such as squared tracking error or expected excess loss (Broadie et al. 2015; Hong et al. 2017). In particular,
when g(·) is a quadratic function, i.e., g(z) = (z− z0)

2 for a given threshold value z0, ρ(E[Y |X ]) is referred
to as squared tracking error; when g(·) is a hockey-stick function, i.e., g(z) = (z− z0)

+, ρ(E[Y |X ]) is
referred to as expected excess loss; when g(·) is an indicator function, i.e., g(z) = 1{z ≥ z0}), ρ(E[Y |X ])
is referred to as probability of large losses beyond z0.

Another application in financial engineering is the pricing of complex derivatives, such as collateralized
debt obligations (CDOs). Let X represent the underlying variables, such as default event indicators, and
Y represent the portfolio loss of defaultable assets with reference to the CDOs (Gordy and Juneja 2006).
Then, α is the price of the tranches of the CDOs with an attachment point a and a detachment point b
(a < b), and is expressed as

α = E[min(b,max(E[Y |X ],a))−a] = E
[
(E[Y |X ]−a)+− (E[Y |X ]−b)+

]
.

It is seen that this is a nested estimation with g(x) = (x−a)+− (x−b)+, where x+ = max{x,0}.
Beyond financial engineering, nested simulation techniques also find applications in Bayesian exper-

imental design within the field of machine learning. Here, an optimal experimental design is sought
to maximize the expected information gain (EIG); see, e.g., Goda et al. (2020). Specifically, the EIG,
denoted by G, is expressed in the form G = −Eθ [log p(θ)]−EX [−Eθ [log p(θ |X)]] , where EX and Eθ

are the expectations taken with respect to X and θ respectively, and p(θ) and p(θ |X) are respectively
the probability densities of θ and θ given X . In Bayesian experimental designs, −Eθ [log p(θ)] is the
information entropy of the input random variable θ , and EX [−Eθ [log p(θ |X)]] is the expected conditional
information entropy of θ by collecting data X . Therefore, the EIG measures the expected amount of the
reduction of the information entropy about θ by collecting data X .

By Bayes’ theorem, p(θ |X) = p(X |θ)p(θ)/p(X). Note that p(X) = Eθ [p(X |θ)], then

G = E [log(p(X |θ))]−EX [log(Eθ [p(X |θ)])] . (4)

Note that only the second term on the right hand side of (4) is a nested simulation with ρ(E[Y |X ]) =
E [g(E[Y |X ])] and g(z) = logz and Y = p(X |θ). Therefore, the EIG is a combination of a non-nested
simulation and a nested simulation.

In this paper, we mainly discuss the following forms of the functional ρ , which accommodate most, if
not all of the commonly encountered applications in practice. Existing literature often establishes methods
for one or several of these forms.

(A .1) ρ(·) = Eg(·), where g(·) is a smooth function,
(A .2) ρ(·) = Eg(·), where g(·) is a hockey-stick function,
(A .3) ρ(·) = Eg(·), where g(·) is an indicator function,
(A .4) ρ(·) is the VaR at a confidence level of β as in (2),
(A .5) ρ(·) is the CVaR at a confidence level of β as in (3).

To estimate a quantity of interest, e.g., (1), both point and interval estimations could be established.
Point estimation aims to find a single estimate for the quantity of interest. Interval estimation, on the other
hand, provides a range of values within which the true value of the quantity is expected to lie with a certain
level of confidence. These two types of estimations serve different purposes and are often used together
to provide a comprehensive understanding of the uncertainty associated with the estimated quantity.

In this paper, we review several methods proposed in the existing literature for estimating the functional
of a conditional expectation given in (1). The review covers two aspects: point estimation and interval
estimation, which are discussed in Sections 2 and 3, respectively. It is important to note that our review is
not intended to be exhaustive, given the vast literature in this field, but rather to help readers understand
this topic in a more systematic manner. More specifically, the reviewed methods are catagorized into
general-purpose approaches and functional-specific approaches, respectively. The former can be used to
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Figure 1: Illustration of standard nested simulation.

estimate the general form of (1), including (A .1) ∼ (A .5), which are discussed in Sections 2.1 and 3.1,
respectively. The latter are proposed for estimating one or two of the above forms, and are discussed in
Sections 2.2 and 3.2, respectively.

2 POINT ESTIMATION

In this section, we review methods for the point estimation of the functional given in (1). Due to the
requirement of simulating inner-level samples in the estimation process, the convergence rate of the mean
squared error (MSE) of the point estimator for a given sampling budget is often slower than that of the
non-nested Monte Carlo simulation. Consequently, much of the existing literature focuses on proposing
point estimators for (1) with the goal of accelerating the convergence rate of the MSE for the proposed
estimators.

2.1 General-Purpose Approaches

In this part, we introduce methods capable of estimating the general form of the functional given in (1).
These methods share a common objective: estimating the conditional expectation E[Y |X ] in (1), irrespective
of the specified form of the function g(·). In particular, standard nested simulation (SNS) involves proposing
estimators of E[Y |X ] at each realization of X , while metamodeling approaches, such as the least-squares
method (LSM), aim to fit E[Y |X ] using parametric or non-parametric methods.

2.1.1 Standard Nested Simulation

We introduce the SNS method for various functionals in (1). In the estimation of the quantity in (1), SNS
proceeds in the following two levels shown in Figure 1.

1. Outer-level simulation. Generate n independent and identically distributed (i.i.d.) samples based
on the distribution of X , denoted by {Xi, i = 1,2, ...,n}.

2. Inner-level simulation. For each Xi, generate m i.i.d. samples of Y , denoted by
{

Yi j, j = 1,2, ...,m
}

.

Denote L(X) = E [Y |X ]. Then, by the laws of large numbers, L(Xi) can be approximated by

Lm (Xi)≜ Ȳi =
1
m

m

∑
j=1

Yi j. (5)

As a result, the quantity of interest, i.e., α = ρ(L(X)), can be estimated using {Lm(X1), . . . ,Lm(Xn)}. For
instance, when ρ(·) = Eg(·) for a given function g(·), an SNS estimator of α is given by

αm,n =
1
n

n

∑
i=1

g(Lm(Xi)). (6)
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When ρ(L(X)) is the quantile (or VaR) of L(X) at a confidence level of β , the estimator αm,n can be set
as the sample quantile of {Lm(X1), ...,Lm(Xn)}, denoted by Lm,⌈βn⌉, i.e.,

αm,n = Lm,⌈βn⌉, (7)

where the operator ⌈x⌉ denotes the smallest integer that is not less than x. When ρ(L(X)) is the CVaR of
L(X) with a confidence level β , the estimator is given by

αm,n = inf
u∈R

{
u+

1
1−β

1
n

n

∑
i=1

[Lm(Xi)−u]+
}
. (8)

When ρ takes the forms as in (A .3)-(A .5), Gordy and Juneja (2010) establish asymptotic bias and
variance of the SNS estimator. Following the same spirit, Zhang et al. (2022) provide asymptotic bias
and variance when ρ takes forms as in (A .1) and (A .2). These results corresponding to (A .1)-(A .5) are
summarized in the following,

Eαm,n −α = A/m+o(1/m) and Var(αm,n) =C/n+o(1/n), (9)

where A and C are constants that depend on the forms of ρ and the distribution of (X ,Y ).
Based on (9), the optimal budget allocation between the inner and outer levels can be obtained, which

has been presented in the literature; see, e.g., Gordy and Juneja (2010) and Zhang et al. (2022). Specifically,
denoting the effort to generate an outer sample and an inner sample as γ0 and γ1, respectively, the total
simulation budget is Γ = n(mγ1 + γ0). Note that in practical applications, it is usually less time consuming
to generate an outer sample than an inner sample in practice, so without loss of generality, we assume that
γ0 = 0 and γ1 = 1 (Zhang et al. 2022). To guide the optimal allocation of the sampling budget, a useful
approach is through the minimization of the (asymptotic) MSE. Specifically, we consider the following
optimization problem:

minimize
m,n

A2

m2 +
C
n

(10)

subject to nm = Γ,

m,n ≥ 0.

Solving this problem leads to an asymptotically optimal budget allocation rule, with

m∗ =

(
2A2

C

)1/3

Γ
1/3 +o(Γ1/3), n∗ =

(
C

2A2

)1/3

Γ
2/3 +o(Γ2/3). (11)

That is, the order of n∗ is asymptotically the square of that of m∗. As a result, Gordy and Juneja (2010)
suggest that using relatively small sample size in the inner level could yield accurate estimators for α .

By substituting this asymptotically optimal budget allocation (11) into the results in (9), the optimal
bias, variance and MSE of the SNS estimator are obtained as follows:

Bias∗SNS =

(
AC
2

)1/3

Γ−1/3 +o
(
Γ−1/3

)
,

Var∗SNS =
(
2A2C2

)1/3
Γ−2/3 +o

(
Γ−2/3

)
,

MSE∗
SNS =

3
2
(
2A2C2

)1/3
Γ−2/3 +o

(
Γ−2/3

)
.

(12)

To obtain the SNS estimator with the asymptotically optimal MSE, determining the optimal inner and
outer samples sizes m∗ and n∗ is crucial. However, the obstacle lies in the unknown constants A and
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C, as indicated in (11). To address this challenge, Zhang et al. (2022) propose a bootstrap-based and
sample-driven budget allocation method. Pilot samples are utilized to estimate the unknown constants A
and C through the bootstrap technique, enabling the estimation of the optimal budget allocation m∗ and
n∗. Furthermore, these pilot samples can also aid in constructing the estimator of α in (1).

More recently, Liang et al. (2024) develop an approach by combining the SNS method with the
jackknife technique, proposing a so-called FAST estimator for (1). Their work has improved upon the
results of Gordy and Juneja (2010). The jackknife technique proceeds as follows. For each outer-level
sample Xi, the m samples in the inner level are divided into J nonoverlapping groups (where we assume
that m is divisible by J without loss of generality), and each group contains m/J samples. Lm,−l(Xi) is
the inner-level estimate for L(Xi) that is obtained when group l is omitted. Denote Lm,i,−l = Lm,−l(Xi) and
Lm,−l = Lm,−l(X) for simplicity. The sampling method is shown in Figure 2 for J = 3. When ρ takes forms
as in (A .1) ∼ (A .3), Liang et al. (2024) establish the FAST estimator αm,n,J expressed as

αm,n,J =
1
n

n

∑
i=1

ĝ(Lm,i), (13)

where

ĝ(Lm,i) =
1
J

J

∑
l=1

[Jg(Lm,i)− (J−1)g(Lm,i,−l)] .

Liang et al. (2024) first refine the bias of αm,n and point out that the o(1/m) in (9) is actually B/m2+O(1/m3),
where B is also a constant depending on the forms of ρ and the distribution of (X ,Y ). Based on this, the
bias and variance of αm,n,J are provided:

E[αm,n,J]−α =− JB
(J−1)m2 +o

(
1

m2

)
, Var[αm,n,J] =

C
n
+o
(

1
n

)
. (14)

Comparing (9) and (14), the convergence rate of the bias of the FAST estimator is much faster than that of
the conventional SNS estimator. By solving the similar optimization problem to (10), the asymptotically
optimal budget allocation for the FAST estimator is

m∗ =

(
4J2B2

(J−1)2C

)1/5

Γ
1/5, n∗ =

(
(J−1)2C

4J2B2

)1/5

Γ
4/5. (15)

Substituting this budget allocation into the results in (14), the asymptotically optimal bias, variance and
MSE of the FAST estimator are as follows:

Bias∗FAST = −
(

JBC2

16(J−1)

)1/5

Γ−2/5 +o
(
Γ−2/5

)
,

Var∗FAST =

(
4J2B2C4

(J−1)2

)1/5

Γ−4/5 +o
(
Γ−4/5

)
,

MSE∗
FAST =

5
4

(
4J2B2C4

(J−1)2

)1/5

Γ−4/5 +o
(
Γ−4/5

)
.

(16)

It can be seen that the MSE of the FAST estimator converges to 0 at the rate of Γ−4/5, which is faster than
that of the conventional SNS estimator.

Based on the bootstrap-based budget allocation method proposed by Zhang et al. (2022), Liang et al.
(2024) establish efficient algorithm so that the MSE of the estimator could converge at the asymptotically
optimal rate. In addition, Liang et al. (2024) discuss the application of nested simulation in Bayesian
experimental design within the field of machine learning.
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Figure 2: Illustration of nested simulation with the jackknife method (J = 3).

2.1.2 Stochastic Kriging

Stochastic kriging was initially proposed by Ankenman et al. (2010), and its roots trace back to Ankenman
et al. (2008). This method approximates the conditional expectation as follows:

L(Xi) = E[Y |Xi]≈ Ȳ (Xi) =
1
mi

mi

∑
j=1

Y j(Xi), (17)

where Xi represents the ith outer level sample, and Y j(Xi) denotes the output of stochastic simulations at
design point Xi on replication j:

Y j(x) = f (x)⊤β +M(x)+ ε j(x). (18)

Here, f (x) constitutes a set of basis functions, β is a parameter vector, M stands for a realization of a
mean 0 random field, and ε j(x)’s, at a given design x, are naturally independent and identically distributed
across replications.

Ankenman et al. (2010) proposed an algorithm for estimating the parameter vector β . This estimated
vector is then substituted into (18) and subsequently into (17), resulting in an estimator of Ȳ (Xi), denoted
by ˆ̄Y (Xi). By replacing Lm(Xi) in (6), (7), and (8) with ˆ̄Y (Xi), one obtains a stochastic kriging estimator
of α .

Liu and Staum (2010) first introduce the stochastic kriging method for estimating CVaR. However,
the asymptotic bias, variance and MSE of the estimator are not provided. In fact, there is limited research
in the literature on theoretical analyses of nested estimators resulting from stochastic kriging, partially
due to the technical challenges arising in the integration of metamodel fitting and the nested simulation
framework. Additionally, implementation difficulties may arise due to matrix inversions, especially if the
matrix dimension is high. For the latter issue, methods proposed by Ding and Zhang (2024) offer potential
powerful solutions. To maintain the focus of this paper, we skip a detailed review of the work by Ding
and Zhang (2024), while referring interested readers to their paper for further details.

2.1.3 Least-Squares Method

The LSM is a classical parametric method. Broadie et al. (2011b) and Broadie et al. (2015) propose
this method within the context of nested simulation. The LSM fits the conditional expectation in (1) by
a group of basis functions in L 2 space. In particular, let ψ(·) = (ψ1(·), . . . ,ψη(·))⊤ represent a set of
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η basis functions, where each ψk : R → R is a one-dimensional function. For a d-dimensional vector
x ≜ (x1, . . . ,xd)

⊤ ∈ Rd , for notational simplicity we let

ψ(x) = (ψ1(x1), . . . ,ψη(x1),ψ1(x2), . . . ,ψη(x2), . . . ,ψ1(xd), . . . ,ψη(xd))
⊤. (19)

Then, L(x) is approximated by the least-squares approximating function β ∗⊤ψ(x), i.e.,

L(x) = E[Y |X = x]≈ β
∗⊤

ψ(x),

with β ∗ given by

β
∗ = argmin

β∈Rηd
E
[
Y −β

⊤
ψ(X)

]2
.

Given Monte Carlo samples {(Xi,Ȳi),1 ≤ i ≤ n}, where Ȳi is defined as in (5), β ∗ can be estimated by

βn = argmin
β∈Rηd

1
n

n

∑
i=1

[
Ȳi −β

⊤
ψ(Xi)

]2
,

and so L(x) can be estimated by β⊤
n ψ(x). Replacing Lm(Xi) in (6), (7) and (8) by β⊤

n ψ(Xi) leads to the
LSM estimator of α .

The LSM exhibits a notable distinction from SNS: even when the sample size in the inner level m
is finite or equal to 1, LSM remains applicable. This characteristic contrasts sharply with SNS, where m
must tend to infinity to ensure the convergence of the estimator. Specifically, when ρ takes forms as in
(A .1) and (A .2), Broadie et al. (2015) prove that the MSE of the LSM estimator converges at the rate
of Γ−1 and Γ−1+δ for any δ > 0, respectively, until it reaches a regression model error. This error arises
because, in practice, basis functions may not fully span the true conditional expectation in L 2 space,
meaning β⊤

n ψ(x) is not an asymptotically unbiased estimator of L(x). To mitigate this model error, Wang
et al. (2024) propose fitting the conditional expectation E[Y |X = x] by using the kernel ridge regression in
the reproducing kernel Hilbert space, a subspace of L 2 space. The convergence rate of the MSE of this
estimator is shown to depend on the smoothness of the density function of the conditional expectation and
the dimension d.

Broadie et al. (2015) highlight an open problem regarding the estimation of bias in individual problem
instances, which essentially refers to the model error. Addressing this challenge remains a compelling
avenue for future research. Notably, Lai et al. (2024) propose a method to construct a confidence interval
for CVaR using LSM, which effectively addresses the model error. We will delve into this approach in
Section 3. However, (accurately) estimating the model error of LSM across diverse problem domains
remains an open challenge.

2.1.4 Kernel Smoothing Method

The kernel smoothing method, a classic nonparametric approach, is introduced into nested simulation by
Hong and Juneja (2009) and further elaborated upon by Hong et al. (2017). This method aims to fit the
conditional expectation in (1) as follows.

L(x) = E[Y |X = x]≈ L̃(x)≜
n

∑
l=1

Ȳl
Kh(x−Xl)

∑
n
k=1 Kh(x−Xk)

,

where Ȳl is defined as in (5), Kh(x) = (1/hd)K(x/h), K(·) is a kernel function that is a density function
symmetric about 0 on Rd , and h is a bandwidth parameter satisfying h → 0 as n → ∞. Evidently, the
conditional expectation is approximated by a weighted average of Ȳl(l = 1, ...,n), and the weights are
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constructed by kernel functions. Replacing Lm(Xi) in (6), (7) and (8) by L̃(Xi) leads to the kernel smoothing
estimator of α .

Many kernels can be used in the calculation of L̃(x). A simple example is the uniform kernel
K(x) = ∏

d
i=11{−1

2 ≤ xi ≤ 1
2} (Hong et al. 2017). For more kernels, such as Gaussian, tri-cube, and

Epanechnikov kernels, see Chapter 6 in Hastie et al. (2009). Note that the choice of the kernel function k
is often not critical (see, e.g., Section 4.5 of Härdle (1990)) for the performances of the estimators.

Similar to the LSM, the kernel smoothing method remains applicable even when the sample size in
the inner level m is finite or equal to 1. Unlike the LSM, however, L̃(x) serves as an asymptotically
unbiased estimator of L(x) under mild conditions, implying that for any x, L̃(x) converges to L(x) as n → ∞.
Consequently, it is expected that the kernel smoothing estimator could converge to the true value of α .
Specifically, Hong et al. (2017) demonstrate that when ρ takes forms as in (A .1) through (A .3), the
MSE of the kernel smoothing estimator converges to 0 at the rate of Γ

−min{1, 4
d+2}. For low-dimensional

problems (d ≤ 2), this convergence rate matches that of the non-nested Monte Carlo simulation method.
For high-dimensional problems in the application of (1) to portfolio risk measurement, a decomposition
technique is further proposed to enable efficient implementation of the kernel smoothing method in practice.

2.1.5 Green Nested Simulation

By ultilizing the likelihood ratios in the simulation process, Zhang et al. (2017) and Zhang et al. (2022)
propose a method that recycles the same set of inner simulation outputs via the likelihood ratio method to
estimate the conditional expectation in (1) across various scenarios. This simulation procedure is called
the green nested simulation (GNS) procedure.

In particular, notice that for a typical nested simulation problem in the context of portfolio risk
measurement, Y can usually be expressed as Y = H(X ,ξ ) for certain functional H(·, ·) and a random vector
ξ . Based on this observation, the GNS procedure proceeds as follows.

1. (Outer simulation) Simulate n i.i.d. outer scenarios, denoted by X1, . . . ,Xn.
2. (Inner simulation) Simulate m i.i.d. inner replications, e.g., ξ1, . . . ,ξm

i.i.d.∼ f̃ (·) then estimate L(Xi)
by

L̂(Xi) =
1
m

m

∑
j=1

H(Xi,ξ j)
f (ξ j|Xi)

f̃ (ξ j)
, i = 1, . . . ,n.

Replacing Lm(Xi) in (6), (7) and (8) by L̂(Xi) leads to the GNS estimator of α .
Zhang et al. (2022) discuss the appropriate choice of the sampling density f̃ (·). When ρ assumes

forms such as those in (A .1) through (A .3), the asymptotic bias, variance, and MSE of the GNS estimator
are established. Notably, the MSE converges to 0 at the rate of Γ−1, aligning with the convergence rate
observed in non-nested Monte Carlo simulations. This accelerated rate of convergence is obtained mainly
due to the recycling of the inner samples, which collectively contributes to the estimation of L(Xi) for each
i through the adjustment based on the likelihood ratios.

2.2 Functional-Specific Approaches

In addition to the methods discussed in Section 2.1, several approaches have been developed specifically
for handling specific functionals in (1).

2.2.1 Probability of Large Losses

Consider ρ(·) = Eg(·) with g(z) = 1{z ≥ z0}, i.e.,

α = P(E[Y |X ]≥ z0),
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where the known constant z0 is a pre-specified threshold. In this case, α is the probability that the future
portfolio loss exceeds z0, and therefore, this risk measure is usually referred to as the probability of large
losses. To efficiently estimate this risk measure, Broadie et al. (2011a) propose a method known as nested
sequential simulation.

Unlike the SNS method illustrated in Figure 1, the nested sequential simulation approach sequentially
allocates different inner-level sample sizes to different outer-level scenarios. The primary emphasis of this
method lies in determining the inner-level sample size for each outer-level sample Xi, tailored to the indicator
form of g(·). To achieve this, Broadie et al. (2011a) establish a theoretical criterion for this sequential
allocation. Essentially, the criterion dictates that if L(Xi) is closer to the threshold z0 and/or the nested
simulation estimator of L(Xi) exhibits greater variance, then the inner-level sample size corresponding to
Xi tends to be larger. By efficiently allocating inner-level samples according to this criterion, the MSE of
the nested sequential simulation estimator converges to 0 at the rate of Γ−4/5+δ for any δ > 0.

In addition, to estimate the probability of large losses, Wang et al. (2023) combine the well-known
optimal computing budget allocation method, which allows them to establish a similar criterion for the
sequential allocation akin to that proposed by Broadie et al. (2011a). Furthermore, the almost sure
convergence of their proposed estimator is provided, rather than the convergence rate.

Going beyond the estimation of the probability of large losses, Steckley et al. (2016) delve into estimating
the density of a conditional expectation. Their approach combines kernel density estimation within the
nested simulation framework, allowing for the estimation of the density of a conditional expectation.

2.2.2 Value-at-Risk

Consider the case of estimating (1) when ρ denotes a quantile or VaR. Note that the inverse of the probability
of large losses is in fact the VaR/quantile of E[Y |X ], and general-purpose approaches can be employed to
estimate VaR by taking the inverse of the probability of large losses.

Recently, Liu et al. (2024) introduce the kernel quantile estimation (KQE) within the framework of
SNS and propose nested KQE for estimating portfolio VaR. Notably, KQE exhibits a smaller variance
compared to sample quantiles. Liu et al. (2024) prove that the nested KQE displays reduced variance
compared to the conventional nested sample quantile methods discussed in previous works such as Gordy
and Juneja (2010) and Zhang et al. (2022). Surprisingly, instances are also found where the bias of nested
KQE is smaller than that of the conventional nested sample quantile.

It is also tempting to apply functional-specific approaches such as the nested sequential simulation
method in Broadie et al. (2011a) for estimating the probability of large losses and then take the inverse of
the estimated probability to estimate VaR. However, it should be pointed out that such an effort is highly
non-trivial. To the best of our knowledge, there has not been any work in this direction, partly due to a
main challenge that arises from the fact that these functional-specific approaches for the probability of large
losses usually depend on a pre-specified threshold z0, while taking the inverse involves multiple values of
z0. Despite the challenges, studies on simulation procedures tailored to the specific form of VaR to enhance
sampling efficiency are highly desirable and present an interesting avenue for future research, especially
given that VaR concerns the tail distribution, and sampling enhancement is crucial for the efficient use of
simulation procedures in practical applications.

A related topic that deserves future research is the use of variance reduction techniques, especially
importance sampling (IS), to improve the performance of the VaR estimator in the context of nested
simulation. While the use of IS in the non-nested setting has been extensively studied in the literature (see,
e.g., Glasserman et al. 2000), the integration of IS into nested simulation procedures appears non-trivial
and deserves future research. It is also expected that the integration of functional-specific methods and/or
IS into nested simulation for VaR may shed light on the estimation of CVaR, which is also a research area
that has been underdeveloped.
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2.2.3 Central Moments

Consider ρ(·) = Eg(·) with g(z) = (z−EY )q, q ≥ 2, i.e.,

α = E(E[Y |X ]−EY )q.

It is the qth central moment of E[Y |X ].
Central moments are often preferred over moments about zero, particularly for the second order and

higher order moments, because they offer a clearer understanding of the distribution’s shape independent of
its translation. The second order central moment, also known as the variance, quantifies the spread of the
distribution, while the third order central moment indicates its asymmetry, with a zero value for symmetric
distributions. Normalized, the third order central moment is termed skewness. The fourth order central
moment gauges the heaviness of the distribution’s tail relative to a normal distribution of equal variance, and
its normalized version is known as kurtosis. Beyond the fourth order, higher order moments can describe
additional shape parameters, but their estimation becomes more challenging, requiring larger sample sizes
due to increased degrees of freedom. Both the characteristic function and the moment generating function
can be approximated using power series in terms of the moments, enabling central moment estimates to
be leveraged for approximating these functions (Sun et al. 2011; Cheng and Zhang 2021).

Evidently, the qth central moment can be estimated using the methods outlined in Section 2.1. However,
because of its special configuration, its unbiased or bias-corrected estimators can be established in the
nested simulation framework. In such cases, the estimator’s bias is either 0, or its squared bias converges
to 0 faster than its variance, eliminating the tradeoff between squared bias and variance. Therefore, its
MSE converges to 0 at a rate of Γ−1.

The first unbiased estimator of the central moment with second order, i.e., the variance of a conditional
expectation, is established by Sun et al. (2011). Specifically, an ANOVA-like estimator is established for
the variance of a conditional expectation, and as the simulation budget increases, the optimal inner level
sample size remains bounded, and the variance (i.e., MSE) of estimator converges to 0.

In Goda (2017), a simpler method is proposed for establishing unbiased estimators of the second order
central moment of a conditional expectation. The key idea is as follows:

E
[
(E[Y |X ]−EY )2]= E

(
E
[

Y |X (0)
]2
)
− (EY )2

= E
(
E
[
Y (1)|X (0)

]
E
[
Y (2)|X (0)

])
−E

(
E
[
Y (1)|X (0)

])
E
(

Y (3)
)

= E
(
E
[
Y (1)Y (2)|X (0)

])
−E

(
E
[
Y (1)|X (0)

]
Y (3)

)
= E

(
E
[
Y (1)Y (2)|X (0)

])
−E

(
E
[
Y (1)Y (3)|X (0)

])
= E

[
Y (1)

(
Y (2)−Y (3)

)]
.

Thus the second order central moment of E[Y |X ] can be estimated by

1
n

n

∑
i=1

Y (1)
i

(
Y (2)

i −Y (3)
i

)
, (20)

where, for each i, X (0)
i and X (1)

i are first independently and randomly sampled from FX ; Y (1)
i and Y (2)

i are
then independently and randomly sampled from F

Y |X (0)
i

; and lastly, Y (3)
i is sampled from F

Y |X (1)
i

. It is easy
to verify that (20) is an unbiased estimator.
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X (0)
i

X (1)
i

X (q−1)
i

Y (1)
i

Y (q)
i

Y (q+1)
i

Y (2q−1)
i

the outer-level the inner-level

Figure 3: Illustration of the unbiased non-nested simulations for the ith group.

Similarly, Cheng and Zhang (2021) propose three unbiased estimators for the higher-order central
moments of E[Y |X ]. In particular, one estimator is proposed based on

E [(E[Y |X ]−EY )q] = E

[
q

∏
l=1

Y (l)+
q−2

∑
k=1

(
q
k

)
(−1)k

q−k

∏
l=1

Y (l)
q+k

∏
j=q+1

Y ( j)+(−1)q(1−q)Y (1)
2q−1

∏
j=q+1

Y ( j)

]
.

As shown in Figure 3, for the ith group of samples,
{

X (k)
i

}q−1

k=0
is first sampled independently and randomly

from FX .
{

Y (l)
n

}q

l=0
is then sampled independently and randomly from F

Y |X (0)
i

. Lastly, Y (q+ j)
i is sampled

from F
Y |X ( j)

i
for j ∈ {1,2, ...,q−1}. Therefore, a corresponding unbiased estimator is

1
n

n

∑
i=1

[
q

∏
l=1

Y (l)
i +

q−2

∑
k=1

(
q
k

)
(−1)k

q−k

∏
l=1

Y (l)
i

q+k

∏
j=q+1

Y ( j)
i +(−1)q(1−q)Y (1)

i

2q−1

∏
j=q+1

Y ( j)
i

]
.

For the other two unbiased estimators, interest readers may refer to Cheng and Zhang (2021). Further-
more, Cheng and Zhang (2021) provide proofs for the asymptotic MSE of the estimators and establish the
central limit theorem.

In the nested simulation framework, achieving unbiased estimation for general functionals in (1) remains
an open problem. The approaches proposed by Rhee and Glynn (2015) and Blanchet et al. (2015) may
provide potential avenues to address this challenge.

3 INTERVAL ESTIMATION

In the previous section, we have introduce various point estimators for (1). In addition to the point estimator,
one may also be interested in quantifying the errors associated with the point estimate. To this end, a typical
approach is through the construction of confidence intervals (CIs) with commonly used significance levels
such as 90%, 95%, and 99%. By providing a range of plausible values for the quantity of interest, CIs
quantify uncertainty and incorporate variability in the estimation. This allows for a more comprehensive
assessment of precision and facilitating statistical inference.

While most literature primarily concentrates on developing point estimators for nested simulation (1) to
expedite the convergence rate of the MSE or reduce variances, a few works in the literature focus on interval
estimation for the nested simulation problem. In this section, we review a few methods for constructing
CIs for (1), primarily based on the SNS technique and metamodels.

3.1 General-Purpose Approaches

While several approaches for estimating (1) have been developed, as outlined in Section 2.1, the construction
of CIs for (1) in general cases has been primarily explored using the SNS and GNS methods.
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3.1.1 Standard Nested Simulation

In this part, we review the SNS technique for constructing CIs. The construction of CI for (1) via SNS
can be traced back to Lee (1998), where the distribution of E[Y |X ] is assumed to be normal. Specifically,
central limit theorems (CLTs) for probability of large losses and VaR are proved, and then their CIs are
provided, whose forms are the same as (22). Furthermore, Lee and Glynn (2003) prove a CLT for the
SNS estimator of the probability of large losses in the case that X is a discrete random variable. Based
on the CLT, a CI is established for probability of large losses, and the convergence rate of the CI width is
(logΓ/Γ)1/2.

Under similar mild conditions as those in Gordy and Juneja (2010), Cheng et al. (2022) prove CLTs
for (1) when ρ takes forms as in (A .1) ∼ (A .5). The CLT has the form

√
n(αm,n −α)⇒ λA+

√
CN (0,1), (21)

when
√

n/m → λ as m,n → ∞, where λ is a constant, and the constants A and C are the same as those in
(9). In particular, (9) indicates that A and C are the bias and variance constants, respectively. Therefore,
the CLT (21) stems from the tradeoff between the squared bias and variance by balancing the sample sizes
n and m.

The CLT (21) can be used to construct CIs. The primary challenge lies in selecting λ . Cheng
et al. (2022) propose a clever solution with the idea of minimizing the MSE of the point estimation.
Specifically, considering that the budget allocation policy (n∗,m∗) in (11) minimizes the MSE, we set
λ =

√
n∗/m∗ =

√
C/2/|A|. Surprisingly, the CLT (21) reduces to

√
n(αm,n −α)⇒

√
C/2sign(A)+N (0,C) . (22)

This selection of λ ensures that the point estimator has the minimum asymptotic MSE, as well as the
CLT (22) holds. It is worth noting that calculating A, the bias constant, is “notoriously difficult" (Broadie
et al. 2011a). Therefore, one advantage of (22) is that we only need to determine the sign of A rather than
its precise value, which is significantly simpler.

Based on the CLT (22), Cheng et al. (2022) establish CIs for (1), with the property that the MSE
of the point estimator and the width of the CI converge at their respective optimal rates. Therefore, the
established CI is called unified CI. In particular, the UCI with 100(1− γ)% level is(

αm,n + zγ/2ζm,n/
√

n, αm,n − zγ/2ζm,n/
√

n
)
− (

√
2/2)ζ (k)

m,n/
√

nsign(A), (23)

where ζ 2
m,n is the estimator of C, and zγ/2 is the γ/2 quantile of the standard normal distribution. Cheng

et al. (2022) propose algorithms to calculate αm,n and ζm,n, so that the MSE of αm,n and the width of the
CI converge at their respective optimal rates.

In addition, Zhu et al. (2020) also derive the same CLT as (22) when ρ is VaR and CVaR. However,
the CI is constructed based on a degenerated CLT, i.e., (21) with λ = 0.

3.1.2 Green Nested Simulation

The GNS point estimator for (1) has been introduced in Section 2.1.5. In this part, we further introduce
the GNS CI for (1). In particular, Zhang et al. (2022) decompose αm,n −α into two terms: the first one
being a or nearly a U-statistic, and the second one a reminder term. Then, a CLT is established for the
first term based on the asymptotic normality of U-statistics, and further demonstrate that the reminder term
converges to 0 much faster than the first term. Finally, when ρ assumes forms such as those in (A .1)
through (A .3), the CLT is obtained as follows.

αm,n −α

σmn
→ N (0,1), as min{m,n}→ ∞,
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where σ2
mn =

σ2
1

n +
σ2

2
m , σ2

1 =Var [g(L)], and σ2
2 =Var

[
E
[
g′ (L)H(X ,ξ ) f (ξ |X)

f̃ (ξ ) |ξ
]]

. When g(·) is an indicator

function, g′(·) in σ2
2 does not exist. Instead a surrogate for g′(·) is established.

Then consistent estimators of σ2
1 and σ2

2 for the cases of (A .1) and (A .2) are constructed:

σ̂
2
1,mn =

1
n

n

∑
i=1

(
g
(
L̂(Xi)

))2 −

(
1
n

n

∑
i=1

g
(
L̂(Xi)

))2

,

σ̂
2
2,mn =

1
m

m

∑
j=1

(
1
n

n

∑
i=1

g′
(
L̂(Xi)

)
H(Xi,ξ j)

f (ξ j|Xi)

f̃ (ξ j)

)2

−

(
1
n

n

∑
i=1

g′
(
L̂(Xi)

)
L̂(Xi)

)2

.

Then, the following is an asymptotically valid confidence interval for the nested estimator α with a
confidence level of 1− γ:

(αmn − z1−γ/2 · σ̂mn, αmn + z1−γ/2 · σ̂mn),

where σ̂2
mn =

σ̂2
1,mn
n +

σ̂2
2,mn
m and z1−γ/2 is the 1− γ/2 quantile of the standard normal distribution.

It is worth noting that in the GNS method, setting n=m= Γ is feasible. In this scenario, the convergence
rate of the CI width is Γ−1/2.

3.2 Functionals-Specific Approaches

A notable work on the construction of CIs for specific forms of the functional in (1) is Lan et al. (2010),
which focuses on CIs for CVaR. Their method integrates the ranking and selection techniques into the nested
simulation procedure, and ulitizes the fact that only outer-level scenarios located on the tail distribution
of L(X) matter in the estimation. To leverage the latter observation, a ranking-and-selection procedure is
proposed to screening the scenarios using a portion of the samples, so that a large number of scenarios that
are unlikely to locate on the tail can be discarded. Then, the remaining samples will be allocated to the
surviving scenarios, thus enhancing sampling efficiently. Construction of the resulting CIs is based on the
empirical likelihood tool, which assigns significance levels to the surviving scenarios through Bonferroni
inequality. However, due to the use of the Bonferroni inequality, the resulting CI is usually conservative,
which has also been observed in numerical studies.

Recently, Lai et al. (2024) construct a CI for CVaR via the least-squares metamodel. In particular,
they first develop lower and upper bounds of CVaR as follows.

inf
u∈R

{
u+

1
1−β

E [(Y −u)1{h(X)≥ u}]
}
= α

low ≤ α ≤ α
up = inf

u∈R

{
u+

1
1−β

E
[
(Y −∆−u)+

]}
,

which holds for any approximating function h(·) and martingale difference ∆. Furthermore, they provide
the following guarantees.

0 ≤ α −α
low ≤ 1

1−β
E |L(X)−h(X)| , and 0 ≤ α

up −α ≤ 1
1−β

E |Y −L(X)−∆| .

This suggests that a reasonable way of construction is to make h(·) and ∆ as close to L(·) and Y −L(X)
as possible.

Then they approximate h(·) and ∆ via the least-squares metamodel, and propose Monte Carlo estimators
for the lower bound α low and upper bound αup. Moreover, they establish CLTs for these two estimators,
and based on CLTs, CIs for the lower and upper bounds can be constructed. Then, the lower end of the
CI for the lower bound and the upper end of the CI for the upper bound together form a CI of CVaR
with justifiable statistical guarantee, which accounts for both the metamodel error and the noises of Monte
Carlo samples. The proposed CI procedure reuses the samples simulated for LSM point estimation, thus
requiring no additional simulation budget.
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4 CONCLUSIONS

In this tutorial, we delve into the nested simulation problem, investigating various estimation approaches
from the perspectives of point estimation and interval estimation, and examining their contributions within
the field. While existing literature predominantly concentrates on establishing point estimators for nested
simulation, the exploration of interval estimation corresponding to each point estimator emerges as a
potential future research avenue.

Moreover, we have identified several promising future research directions. The first involves quantifying
model error when employing LSM-like metamodels to estimate the conditional expectation. This open
problem, highlighted by Broadie et al. (2015), is also critical for metamodel methods in the simulation
domain. Wang et al. (2017) propose a method to test for metamodel misspecification, but this approach
does not quantify the model error.

The second direction involves developing bias reduction and variance reduction techniques for nested
simulation. Broadie et al. (2011a) propose the nested sequential simulation method to estimate the probability
of large losses, efficiently reducing bias compared to the conventional SNS estimator. This improvement
enhances the MSE of nested sequential simulation to O(Γ−4/5+δ ) for any δ > 0. Consequently, a natural
question arises: how can the idea of nested sequential simulation be applied to estimate other risk measures,
such as VaR and CVaR? Another pertinent question is whether the rate of Γ−4/5+δ is the optimal one
achievable under the nested sequential simulation approach. In addition, bias reduction techniques, such
as FAST and two-fold FAST (2-FAST), have been proposed by Liang et al. (2024). In-depth investigation
of bias and variance reduction techniques may be a future research direction.
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