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ABSTRACT

Several stochastic programming models have been developed for critical infrastructure’s resilience decision-
making to extreme flood events. Generating flood scenarios for such models requires running advanced
flood models on a sophisticated computing infrastructure for different parameterizations (for example,
different hurricane intensity levels, tracks, etc.), which may not always be practical. To address this issue,
in this study, we propose a Normal-to-Anything (NORTA) model-based flood scenario generation scheme,
which requires significantly fewer computing resources. The scenarios we generate using the proposed
approach preserve correlation in flood height at locations of interest, in our case, the power transmission
grid’s substation locations. We demonstrate our approach’s efficacy with a case study using a synthetic
power grid with statistical similarities with the actual Texas grid and the flood maps developed by the
National Atmospheric and Oceanic Administration that represent the storm-surge risk in Texas.

1 INTRODUCTION

In the past four decades, the U.S. has experienced 377 weather and climate disasters where the cost for
each event exceeded $1B, and these events have collectively inflicted losses of over $2.67T (Smith 2024).
To minimize this loss in the future, enhancing the resilience of critical infrastructure to such extreme events
has become the government’s priority.

Simultaneously, several studies such as (Logan et al. 2022) and (Watson et al. 2014) have introduced
conceptual frameworks to assess and enhance the resilience of a system. Both studies acknowledge that the
notion of resilience should be system and threat-specific. Watson et al. propose that a system’s resilience
decision-making should consider the nature of the threat, its impact on the system, and the likelihood of it
occurring. One popular way of doing this is by representing the threat using a set of scenarios. For example,
in the case of Hurricane Harvey, flooding scenarios associated with hypothetical but plausible hurricane
tracks, each having a different landfall location (to represent the track uncertainty), are generated using an
in-land flooding model in (Kim et al. 2021). The use of scenarios representing an extreme weather event
to assess the damage that the event can potentially cause to public life and property is shown in (Souto
et al. 2022) and (Miura et al. 2021). Both studies focus on risk assessment and resilience planning of a
critical infrastructure against extreme flooding. Moreover, they both rely on physics-based flood prediction
models. These models have an advantage over other commonly used statistical models (which we review in
Section 2) because they can preserve pair-wise correlation in flood height across different locations. While
physics-based flood models are precise and accurate, they require sophisticated computing infrastructure
and may take several hours to produce the desired output.

This study demonstrates how a statistical model referred to as the Normal-to-Anything (NORTA) model
(see (Cario and Nelson 1997)) can generate flood scenarios in a much more computationally tractable way
that can preserve pair-wise correlations in flood height. Specifically, we make the following contributions:

1. We review the NORTA model introduced in (Cario and Nelson 1997) and implement it in Python for
flood scenario generation. While doing so, we address a shortcoming of the model that is highlighted
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in (Ghosh and Henderson 2003), using a semi-definite programming-based augmentation technique
proposed in the same article.

2. We use our implementation to generate flood scenarios for storm-surge flooding. Towards this goal,
we leverage the output of the completed runs of a sophisticated physics-based flood prediction
model to generate input for the NORTA model. The specific output of the physics-based model
used for the NORTA implementation represents the storm-surge flood risk in Texas.

The rest of the paper is organized as follows. We dedicate Section 2 to reviewing various scenario
generation methods and Section 3 to discussing the NORTA method and its implementation. Section 4
describes how we use NORTA to generate flood scenarios. Finally, in Section 5, we summarize our findings
and suggest a direction for future research.

2 LITERATURE REVIEW

We broadly classify scenario-generation techniques into four categories. The first set of methods is based
on fragility curves. These curves are cumulative distribution functions representing the failure probability
of a component as a function of a load parameter. Such curves are used in civil engineering applications
and have been developed for buildings (Rota et al. 2010), bridges (Kim and Shinozuka 2004), and tunnels
(Andreotti and Lai 2019). They also have been developed for several power system components like
transmission towers (Panteli et al. 2017). It is important to note that these curves represent risk for a single
component and do not capture the system-wide impact of simultaneous failure of different components
within the same system. This is usually not an issue in civil engineering applications where the collapse of
one building cannot cause disruptions in the functioning of another building. In power systems, however,
failure of a component has network effects and disrupts the functioning of other parts of the network due to
the complex power flow physics. Therefore, for such applications, we need methods to augment fragility
curves by accounting for correlated failure effects.

The second set of methods is physics-based, such as hydrology-driven flood estimation models. These
models take various meteorological inputs, such as precipitation intensity and the region’s digital elevation
data, to generate a correlated flood map associated with the inputs. Two popular models that fit this
framework and that are extensively used for flood forecasting are WRF-Hydro (Gochis et al. 2020) (for
precipitation-induced inland flooding) and SLOSH (Glahn et al. 2009) (for storm-surge forecasting). Such
models capture correlations in flood height, which is crucial for resilience assessment and planning for
critical infrastructures like the power grid where network effects exist. However, these models require
sophisticated computing infrastructure and expertise in running them, which are both hard to access.

The third set of methods uses statistical and data-driven models. These models rely on past observation
data to estimate a statistical model further used for scenario generation. Such models have been used for
transmission expansion planning with high renewable energy penetration (Sun et al. 2018), to generate
scenarios for wind power forecasting (Ma et al. 2013), and predicting track and intensity of typhoons
(Rüttgers et al. 2022). Statistical models offer an advantage over physics-based models because they may
not require significant computational resources. However, this advantage comes at the cost of being a
low-fidelity model that may not capture higher-order correlations.

The fourth set of methods explores the combinatorial space of possible failures to generate scenarios.
The N−k criterion commonly used in the power system reliability literature is based on this approach. The
criteria assess the system’s reliability when k out of N components fail simultaneously. The decision-making
models that use such criteria typically aim to ensure robustness under worst-case scenarios (when the k
most critical components go out of order). The decision-making models based on N−k criteria have been
developed for unit commitment decision-making in (Wang et al. 2013) and (Street et al. 2011) and for
power system’s resilience planning (Bagheri and Zhao 2019) and (Che et al. 2018). Using such scenarios
is popular in reliability studies as failures can reasonably be assumed to be independent. Furthermore, such
models recommend conservative decisions for large values of k.
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The proposed NORTA model-based approach in this study can be classified in the third category
(statistics-based and data-driven). The NORTA model was first proposed in (Cario and Nelson 1997) and
several methodological developments related to the model have been made since (Chen 2001), (Ghosh
and Henderson 2003), and (Ghosh and Pasupathy 2011). The literature on the application of the NORTA
model, however, is scant. In finance, the model has been used to model portfolio credit risk in (Ayadi
et al. 2019) and to simulate investment returns in (Morton et al. 2006). The model has also been used in
computational biology for generating synthetic datasets in (Kurtz et al. 2015) and to assess the performance
of metrics that infer global properties of biological networks in (Villani et al. 2018). For energy systems, a
framework similar to ours, an analysis based on the NORTA model has been developed in (Wadman et al.
2017). The model, however, is developed to forecast the energy generated from intermittent sources like
wind and solar, which is not the focus of our study.

3 MODELING

NORTA is a model to represent an n-dimensional multivariate random vector X = (X1,X2, . . . ,Xn) with
arbitrary marginal distributions and a feasible correlation matrix. The input to the model consists of two
components: (a) the marginal distribution FXi of the random variable Xi for i = 1,2, . . . ,n, and (b) the n×n
correlation matrix ∑X of the random vector X. The model outputs n-dimensional random samples that
adhere to the specified marginal distributions of the elements of X and the correlation matrix of X. We
split further discussion on NORTA modeling into two parts. The first part focuses on the key properties of
the transformation function used in NORTA and how we estimate the parameters of the NORTA model.
The subsequent part describes generating random samples of X.

3.1 Parameter estimation

In the NORTA model, we transform a base random vector Z, which follows a multivariate normal distribution
with a known correlation matrix to obtain the marginal distributions of the input vector X. Specifically, X
is represented as:

X =



F−1
X1

[Φ(Z1)]

F−1
X2

[Φ(Z2)]

·
·
·

F−1
Xn

[Φ(Zn)]


. (1)

In equation (1), Φ represents the univariate standard normal cumulative distribution function, and F−1
X (u)≡

inf{x : FX(x)≥ u} represents the inverse of the cumulative distribution function for a random variable X .
Such a transformation ensures that the marginal distribution of the elements of X when estimated from the
generated samples remain consistent with the input data. The correlation between the pairs of elements of
X is preserved in the generated samples by appropriately adjusting the correlation values between pairs of
elements of Z. To understand how to adjust these values, recall that the correlation between two variables,
Xi and X j, is given by:

Corr(Xi,X j) =
E(XiX j)−E(Xi)E(X j)√

Var(Xi)Var(X j)
. (2)

In equation (2), all the terms on the right-hand-side except E[XiX j] can be inferred from the marginal
distributions of Xi and X j, which in the case of NORTA modeling are provided as input. Using equation

3360



Shukla, Hasenbein, and Kutanoglu

(1), the term E[XiX j] can be expressed as:

E[XiX j] = E[F−1
Xi

[Φ(Zi)]F−1
X j

[Φ(Z j)]]

=
∫

∞

−∞

∫
∞

−∞

F−1
Xi

[Φ(Zi)]F−1
X j

[Φ(Z j)]φ(Zi,Z j)dZidZ j.
(3)

The term φ(Zi,Z j) in the right-hand-side of equation (3) represents the probability density function of the
standard bivariate normal distribution, which is completely specified by the correlation between Zi and Z j.
We represent this correlation value by ρZ(i, j). From equations (2) and (3), we infer that the correlation
between variables Xi and X j (represented by ρX(i, j)) can be characterized by ρZ(i, j). Let ci j : R 7→ R be
a transformation such that

ci j[ρZ(i, j)] = ρX(i, j).

In (Cario and Nelson 1997), the authors highlight four important characteristics of the function ci j:

1. ci j[0] = 0 and ρZ(i, j) ≥ 0 implies that ci j[ρZ(i, j)] ≥ 0. Similarly, ρZ(i, j) ≤ 0 implies that
ci j[ρZ(i, j)]≤ 0.

2. If ρ̄i j and ρ
i j

are maximum and minimum feasible correlation values for random variables Xi and
X j, then ci j[1] = ρ̄i j and ci j[−1] = ρ

i j
.

3. The function ci j[ρZ(i, j)] is non-decreasing for −1≤ ρZ(i, j)≤ 1.
4. Under mild conditions, the function ci j[ρZ(i, j)] is continuous in [-1,1].

These properties enable us to estimate the value of ρZ(i, j) from ρX(i, j) (which is an input) using a
numerical line search procedure that can be run in parallel for different combinations of random variables
to populate the correlation matrix for the base vector Z, which we refer to as ΛZ . This matrix, however,
can have an issue: it may not be positive semi-definite and, therefore, not a valid correlation matrix. This
is an issue with the NORTA model; such matrices are referred to as NORTA-defective.

Through an empirical study, it is shown in (Ghosh and Henderson 2003) that the probability that a
correlation matrix generated via the NORTA model is infeasible grows acutely with the dimension and is
almost 1 when the dimension of the input vector is more than 15. In our application of the NORTA model
for flood scenario generation, the size of the input vector is determined by the number of flooded substations
which, in our case, is 72. Consequently, we end up with a NORTA-defective matrix after running the line
search procedure. To address this issue, an approach to post-process ΛZ to make it feasible is proposed
in (Ghosh and Henderson 2003). Specifically, the authors propose solving a semi-definite program that
minimizes a norm (L2, L1, or L∞) between ΛZ and a target matrix Y such that the resulting matrix (Y)
becomes positive semi-definite and, therefore, feasible. This version of the NORTA model is referred to
as augmented-NORTA with the semi-definite program as follows:

minimize
Y∈Rn×n

r(Y,ΛZ),

subject to Y ⪰ 0,

Y [i, i] = 1, ∀ i = 1, . . . ,n.

Here, r(Y,ΛZ) represents a distance measure between Y and ΛZ . In our implementation, we minimize the
sum of L2 distances between elements of the matrices. Specifically,

r(Y,ΛZ) =
n

∑
i=1

n

∑
j=1

(Y [i, j]−ΛZ[i, j])2,

where n is the dimension of the input random vector X.
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We highlight that the approach proposed above addresses the issue of NORTA-defectiveness. The input
matrix ∑X is assumed to be a feasible matrix, i.e., it is positive semi-definite and exists for the set of
input marginal distributions. Whether a given correlation matrix is feasible for the given set of marginal
distributions can be checked using the computational procedure described in (Ghosh and Henderson 2002).

3.2 Scenario generation

After we obtain the correlation matrix Y , we perform its Cholesky decomposition, which we represent as
Y = MMT . The generation of samples using M is straightforward, with steps outlined in algorithm 1.

Algorithm 1 Sampling using NORTA
1. Input: M, m
2. Output: A vector of size m
3. Initialize a vector S
4. i← 0
5. while i < m do
6. Generate Ẑ = (Z1,Z2, . . . ,Zn), where each element is i.i.d standard normal
7. Compute Z = MẐ
8. Compute X = (X1,X2, . . . ,Xn) where X j = F−1

X j
[Φ(Z j)] for all j ∈ {1,2, . . . ,n}

9. S← S∪{X} {Append X to vector S}
10. i← i+1
11. end while
12. return S

4 STORM SURGE FLOOD SCENARIO GENERATION

Flood scenario generation methods that can preserve the correlation between flooding at different locations
have several applications in the resilience planning of critical infrastructures. We now discuss how the
NORTA model can generate such correlated flood scenarios. To demonstrate this, we use flood maps
generated by NOAA. These maps represent storm-surge risk in the Texas Gulf Coast region and are
constructed by post-processing the output of the Sea, Lake, and Overland Surges from Hurricanes (SLOSH)
model (Glahn et al. 2009). SLOSH is a physics-based storm-surge prediction method based on a parametric
wind model. The wind model takes the storm’s track, the radius of the maximum wind, and the pressure
difference between the storm’s central pressure and the ambient pressure as input. Then, the wind field
is generated using these inputs, which induce surface stresses on the ocean surface beneath the hurricane,
leading to a surge of water.

We use a composite product called the Maximum Envelope of Water (MEOW) (Zachry et al. 2015),
developed by post-processing output of thousands of SLOSH runs based on hypothetical hurricanes with
various combinations of intensity categories, forward speeds, track directions, and landfall locations that
are representative of future storms that may hit the Texas coast. The map represented by the maximum
flood values for each grid cell is referred to as a MEOW. An example MEOW map is shown in Figure 1.

In the original MEOW dataset for the Texas Gulf Coast region, there exist 192 different MEOW maps
corresponding to different combinations of eight storm directions (west-south-west, west, west-north-west,
north-west, north-north-west, north, north-north-east, and north-east), six intensity categories (0-5), and
four forward speeds (5, 10, 15, and 25 mph). To demonstrate the usefulness of the proposed approach with
a computationally tractable use case, we reduce the size of the problem by eliminating a subset of less
severe scenarios. We first drop the MEOW maps corresponding to four directions (west-south-west, north,
north-north-east, and northeast) as hurricanes belonging to these categories do not cause significant flooding
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Storm surge inundation height scale:

Figure 1: A sample MEOW generated using category 5 storms approaching the Texas Gulf Coast in the
north-west direction with a forward speed of 5 mph.

in the Texas Gulf Coast. We also drop the MEOW maps corresponding to category 0-4 hurricanes. The
storms belonging to category 5 are more intense versions of these storms. We overlay the maps we are left
with on a reduced version of the synthetic power transmission grid (ACTIVSg2000) that shares statistical
similarities with the actual Texas transmission grid (Birchfield et al. 2017). The network reduction on the
original dataset is performed such that the nodes in the inland region, unaffected by the storm surge, are
consolidated into a smaller set of nodes while the coastal part of the grid exposed to the Gulf of Mexico
remains intact as in the original grid so that the coastal flood risk is fully taken into account. The reduced
grid consists of 362 substations, of which 72 are flooded in at least one MEOW map. Figure 2 displays
the impact of network reduction.

To generate input for the NORTA model, consider that flood height at substation i in MEOW map j
represents a realization j of element i (Xi) of random vector X introduced in Section 3. Therefore, X( j) in

X( j) =



X j
1

X j
2
·
·
·

X j
n


is a random sample which constitutes the flood height at substations in a power grid network for MEOW
map j. We use 16 such samples, one for each MEOW map, to construct empirical cumulative distribution
function for the marginal distribution of flooding at each flooded substation. Accordingly, FX i represents a
distribution over flood heights at substation i across different MEOW maps. We note that random variables
are defined only for those substations that are flooded in at least one MEOW. The correlation matrix, another
input to the NORTA model, is developed using the same MEOWs. Since we consider these flood maps to
represent the samples generated from the joint distribution of flooding, we estimate pairwise correlations
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Reduced
Original

(a) (b)

Figure 2: (a) The ACTIVSg2000 synthetic grid for Texas. (b) The reduced grid obtained after performing
the network reduction. The red elements represent the new nodes and branches that were introduced as
the artifacts of the reduction procedure to maintain equivalence in the grid characteristics.

for each pair of flooded substations, say substations p and q by estimating correlation between Xp and Xq
using the 16 MEOW maps data. Figure 3 shows a schematic overview of our approach.

Given how the MEOW maps are generated, they have an inherent limitation; they represent an extreme
case flood profile that any single hurricane may not realize. Nonetheless, this does not inhibit us from
demonstrating the use of NORTA for correlated flooding scenarios as we focus on showing that input
marginal distributions and correlation are preserved in the samples. The inputs can be replaced with
marginals and correlation matrices generated from alternative flood models. In this sense, the NORTA
model is agnostic to the flood model for constructing marginal distribution and the correlation matrix.

We now assess the performance of the NORTA model in terms of how well the samples generated
from it adhere to the marginal distributions and the correlation matrix that we give as input to the model.
To do so, for each marginal distribution, we compute the Earth mover’s distance (EMD) for the univariate
random variable Xi as given by

EMDi =
∫

∞

−∞

|FXi− F̂Xi |,

where FXi represents the input marginal distribution, and F̂Xi represents the marginal distribution of Xi
that we estimate from the NORTA samples. The EMD is a measure of the dissimilarity between the two
probability distributions. We compute EMD for each input marginal distribution and present its average
value, standard deviation, and specific quantiles in the Earth mover’s distance column in Table 1. We
highlight that for n input samples, we can upper bound the EMD as:

max(EMDi) = max(X1
i ,X

2
i , · · ·,Xn

i ).

In our case study, max(EMDi) lies between 1 and 21 for different i’s. With respect to these values, the
mean and maximum EMD values that we calculate from our NORTA model in Table 1 are small.

Similarly, we present the value of the same statistics of error between the input pair-wise correlation
and the pair-wise correlation value that we estimate from the NORTA samples in the Correlation error
column of the same table. For error calculations in both cases, we generate 800 samples. The values in
both columns suggest that the NORTA model generated correlated flood scenarios with high accuracy even
in 72 dimensions.
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Power Transmission Grid

Contingency 
Scenario1

Contingency 
Scenario 3

Contingency 
Scenario 2

Contingency 
Scenario n

Flood
Map 1

Flood
Map 2

Flood 
Map 3

Flood 
Map n

Marginal Distribution 
of Substations

Pair-wise Correlations
between Flooded Substations

Figure 3: Schematic figure representing the steps to generate the input for the NORTA model. In the first
step, we overlay the flood maps on the transmission grid to identify flooded substations in each contingency
scenario. Next, we use these contingency scenarios to develop an empirical cumulative distribution function
for the marginal distribution of substation flooding and to estimate pair-wise flooding correlation between
substations.

Table 1: The Earth mover’s distance column shows the value of the mean, standard deviation, and distribution
across various percentiles for the Earth mover’s distance between the input marginal distribution and the
distribution estimated from the NORTA samples across 72 flooded substations. The correlation error column
shows the same metrics for the difference between pair-wise correlations of the input correlation matrix
and the correlation matrix estimated from the NORTA samples.

Earth mover’s distance Correlation error
mean 0.073 0.041
std 0.038 0.038
min 0.001 0.000
25% 0.052 0.013
50% 0.071 0.030
75% 0.103 0.058
max 0.146 0.329
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5 CONCLUSIONS

This study aims to develop an efficient computational method for creating correlated flood scenarios. To
achieve this goal, we assess the effectiveness of the NORTA model in generating such scenarios. Specifically,
we create a Python-based implementation of the NORTA method outlined in (Cario and Nelson 1997) and
(Ghosh and Henderson 2003). Using this implementation, we generate scenarios representing flood heights
at 72 transmission grid substations in the Texas Gulf Coast region. We evaluate the NORTA method’s
performance by assessing its ability to produce samples that match the expected marginal distributions
of flooding at individual substations, using the Earth mover’s distance metric. Additionally, we measure
the error between the empirical correlation values derived from the samples and the intended correlation
values. As a future direction, we propose conducting case studies to compare the effectiveness of resilience
planning decisions based on scenarios generated from the NORTA model against those derived from other
commonly used methods, such as those relying on fragility curves.
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