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ABSTRACT

We introduce multi-attribute optimization under preference uncertainty, a novel approach for optimization-
based decision support when the decision-maker’s preferences are uncertain. Here, each feasible design
is associated with a vector of attributes, which is in turn assigned a utility by the decision-maker’s utility
function. This utility function has been incompletely estimated, and its remaining uncertainty is quantified
by a Bayesian probability distribution. We develop an optimization-based formulation to generate a menu
of diverse solutions, among which the decision-maker is expected to find a high-utility solution. The
resulting optimization problem is challenging to solve in general, but we show that it can be approximately
solved efficiently when the attributes and utility function are linear by reformulating it as a mixed-integer
linear program, and using sample average approximation and submodular maximization. We also propose a
posterior sampling approach that only requires optimizing individual samples of the user’s utility function,
supporting fast computation.

1 INTRODUCTION

As motivation, we consider the following example, which combines preference elicitation (Braziunas 2006;
Abbas 2018) with classical multi-objective mixed-integer linear programming.

Consider a project between a local hospital and an external operations research (OR) team. The OR
team’s goal is to help the hospital administration create a weekly schedule for assigning nurses to hospital
wards and shifts, which will be revised on an ongoing basis. The schedule should satisfy staffing levels
while also prioritizing other attributes: ensuring that nurses get sufficient rest between shifts; satisfying
soft constraints expressed by individual nurses on days when they are unavailable to work; and distributing
shifts on holidays and weekends fairly across the workforce. Moreover, the schedule should be able to
be updated by a software tool that takes new information about required staffing levels in each ward, a
changing set of nurses and their capabilities, and a changing set of requests from nurses for days off.

Suppose the hard constraints (minimum staffing levels in each ward; a nurse cannot work in two wards
at the same time; a nurse can only work in wards for which he or she has the experience and skills to work)
can be easily formulated as linear constraints, and each attribute can be formulated as a linear function of
the decision variables. Let C be a known matrix such that Cx is a vector of attributes corresponding to any
feasible solution x satisfying hard constraints Ax ≤ b. Then, if we could find weights θ quantifying the
hospital administration’s preferences over attributes, we could simply solve a mixed integer linear program
(MILP) to give an optimal schedule: maxθ⊤Cx subject to Ax ≤ b. Unfortunately, θ is unknown.

If the attributes are all quantities that we want to be either as large or as small as possible, one approach
is to use multi-objective linear programming: we solve maxθ⊤Cx subject to Ax ≤ b for all possible θ .
This produces a Pareto frontier, which the hospital can then examine to select the schedule that has the
attributes they most like. Unfortunately, if there are more than 2 or 3 attributes, then it becomes difficult to
visualize the Pareto frontier and select the best option from among it (Benson 1998). This is particularly
problematic if each of 100 nurses enters requests for days off, which makes the Pareto frontier more than
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100-dimensional. Also, when attributes are high-dimensional, we need to solve an exponentially large
number of MILPs, which becomes computationally prohibitive. While this might be feasible for a single
week’s schedule, if a new schedule must be recomputed each week based on new input, then exploring
the full Pareto frontier each week could be onerous.

Another approach is for the external OR team to engage in a sequence of meetings with the local
hospital where an optimal schedule is found for many different θ and the hospital administration is asked to
select among them the schedule they like the best. The corresponding θ that generated it can then be taken
as providing a point estimate of the objective function. This can then be held fixed and used by the hospital
in a software tool to generate schedules in future weeks. In this setting, we refer to U(Cx;θ) = θ⊤Cx as
the decision-maker’s (DM’s) utility function and θ̂ our estimate of it.

Such an approach, however, ignores uncertainty in our estimate of θ . This uncertainty may arise due to
noise in the responses or because it is based on feedback over a finite number of schedules: there may have
been multiple θ that imply a preference for the chosen schedule over the others offered. It may also arise
because preferences change over time: in one week we may choose not to fulfill an employee’s request for
taking a particular day off because that employee recently enjoyed a desirable schedule, but then later on
we may wish to prioritize requests from that employee more heavily. This approach also restricts choice,
in that it offers only a single schedule to the DM in subsequent weeks.

A better approach would be to offer a collection of options, designed for several different likely θ , and
allow the DM to choose. This would offer more value across a range of possible DM preferences. Suppose,
for example, we knew that the DM had a preference specified by one of finitely many weights, θ1, . . . ,θL.
Then, we could solve the MILP for each such θℓ and offer the set of solutions as a menu, allowing the DM
to choose. This, however, is computationally infeasible and also overwhelming for the DM for large L.

To address the above challenges, we introduce a novel approach that acknowledges uncertainty on
the DM’s preferences but retains computational tractability. This approach uses a similar sequence of
conversations with the DM described above for calculating a point estimate θ̂ and instead estimates a
Bayesian posterior probability distribution over θ . Then, we solve a higher-level optimization problem that
chooses a menu of solutions (schedules, in the example above) to the DM, who selects her most preferred
solution. She can either implement this solution, or we can incorporate this choice into our probability
distribution over θ to generate a new menu. In this way, we can quickly drive toward finding the DM’s
most preferred design with much less computation while also requiring much less effort from the human
DM. Offering a menu dramatically outperforms optimizing based on a point estimate of the DM’s utility
function. Moreover, by leveraging probabilistic information about the DM’s preferences, our method is
more efficient than standard multi-objective linear programming.

Within this framework, we propose two approaches for solving this higher-level optimization problem
using techniques from simulation. We focus on the practically important settings where the original known-
preference problem is a mixed integer linear program (MILP). The first approach begins by defining an
optimal menu given a constraint on menu size. Within this approach, we develop two tools for approximately
computing the optimal menu, sample average approximation and submodular maximization, and provide
performance guarantees on the expected reward they produce relative to the optimal menu. The second
approach uses Thompson sampling to create a menu of options by repeatedly sampling from the posterior
distribution on θ and appending the solution that would be preferred under preferences described by θ . We
provide a performance guarantee on the gap between the reward achieved by this menu and that achieved
by an infinitely large menu containing all solutions.

2 RELATED WORK

Our work is closely related to multi-objective MILP (Zionts 1979; Clímaco et al. 1997; Alves and Clímaco
2007). Multi-objective LPs have convex feasible regions, allowing points on the Pareto frontier to be
recovered by minimizing a linear function of the objectives (Isermann 1974). Enumerating the Pareto
frontier for multi-objective MILPs is more complex because their feasible regions are non-convex (Alves
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and Clímaco 2007). Methods for efficiently generating all or parts of a multi-objective MILP’s Pareto
frontiers are considered in Zionts (1979), Alves and Clímaco (2007), and De Loera et al. (2009).

Among the broad literature on multi-objective MILP, our work is most closely related to interactive
decision support for multi-objective LPs and MILPs, surveyed in Teghem and Kunsch (1986) and Alves
and Clímaco (2007). In this literature, our work is especially close to implicit utility function methods.
These methods assume, like ours, that the DM has an implicit utility function. Like the interactive version
of our method, these methods learn from pairwise comparisons successively smaller sets of implicit utility
functions consistent with the DM’s responses, while also identifying successively smaller portions of the
Pareto frontier that are optimal for implicit utility functions in this class. Our method is fundamentally
different from these past methods through the fact that it builds a Bayesian probabilistic model over the
implicit utility function and leverages this to build a menu with high expected utility. This allows our
method to offer several key improvements over past methods in this space.

Also related is utility elicitation (Abbas 2018), which queries the DM to estimate her utility function.
This estimate can be then used for decision-making (Keeney 1977). In practice, however, elicitation typically
demands substantial time and cognitive effort from the DM, preventing complete estimation of the utility
function. Our approach overcomes this challenge by acknowledging uncertainty in the DM’s preferences.

More recently, due to the increasing interest in having artificial intelligence support decision-making,
preference elicitation has also been studied within computer science (Chajewska et al. 1998; Chajewska
et al. 2000; Boutilier 2002; Boutilier et al. 2006). Unlike our work, this literature focuses on finding a
single solution as opposed to a menu of high-quality solutions.

Our work is also related to dueling bandits (Yue et al. 2012) and preferential Bayesian optimization
(Astudillo et al. 2023), both of which optimize based on preference feedback. These approaches query the
DM to efficiently identify the utility function’s maximizer. However, unlike our work, their focus is on
finding a single optimal solution. In the dynamic setting described below, our strategy based on the optimal
menu parallels the qEUBO sampling strategy for preference-based Bayesian optimization (Astudillo et al.
2023), whereas our Thompson sampling-inspired strategy parallels the dueling Thompson sampling strategy
(Astudillo et al. 2023; Astudillo et al. 2024).

Finally, our work builds on previous research by the authors, which has introduced similar problem
formulations in the contexts of multi-attribute ranking and selection (Frazier and Kazachov 2011) and
multi-attribute Bayesian optimization (Astudillo and Frazier 2020).

3 PROBLEM SETTING

We assume that the space of designs is represented by a set X⊆Rd , and attributes are given by a function
f : X→Rk. We also assume that there is a DM whose preference over designs is characterized by a design’s
attributes, y, through a utility function, U( · ;θ) : Rk →R, where θ ∈ Θ is a parameter vector characterizing
the DM’s preferences. Thus, of all the designs, the DM most prefers one in the set argmaxx∈XU( f (x);θ).
If θ were known to us, we could apply single-objective optimization to maximize U( f (x);θ). Instead, we
assume that θ is unknown, and that we have access only to a probability distribution over θ , denoted by
p, which may be obtained by a brief and incomplete utility elicitation exercise with the DM, and/or from
choices made by this or other similar DMs in the past in problem contexts with the same attributes.

An algorithm provides the DM with a menu of designs and receives as its reward the expected value
of the utility obtained when she selects the best design in this menu according to her underlying utility
function. Formally, the reward received from offering designs x1, . . . ,xM is

E
[

max
m=1,...,M

U( f (xm);θ)

]
, (1)

where the expectation is over θ .
In principle, our framework is applicable as long as (1) can be maximized efficiently. However, this

is challenging in general. In this work, we focus on a specific subclass of problems that allows us to
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maximize (1) in a computationally tractable way. Specifically, unless otherwise stated, we assume that
X = {x ∈ RI : Ax ≤ b}, possibly intersected with ZI′ ×RI−I′ , where A ∈ RK×I and b ∈ RK , f (x) = Cx,
where C ∈ RJ×I , and U(y;θ) = θ⊤y for all θ ∈ Θ ⊆ Rk.

In our experiments, we consider two settings: a static setting and a dynamic setting. In the static setting,
we compute a menu and provide it to the DM. In the dynamic setting, this process is repeated multiple
times. Each time we provide a menu to the DM, she selects her preferred option, and this information is
used to update the (posterior) distribution over θ . In practice, we repeat this process as many times as
necessary until the DM is satisfied with the menu options.

We derive performance guarantees in the static setting for algorithms relative to two benchmarks. The first
is the maximum expected utility possible under a fixed menu size, maxx1,...,xM E [maxm=1,...,M U( f (xm);θ)].
The second benchmark is the maximum utility possible if the DM selected from an infinite menu containing
all items, maxx∈XU( f (x);θ). Since maxx∈XU( f (x);θ)≥ maxm=1,...,M U( f (xm);θ) for any x1, . . . ,xm, the
expected value of the second benchmark dominates the first benchmark.

The following two sections develop two approaches. First, Section 4 develops an approach motivated
by the optimal menu of a fixed size M, i.e., the collection of items x1, . . . ,xM that maximize (1). This
approach relies on two computational tools: sample average approximation and submodular maximization.
We provide guarantees on the gap between the expected reward (1) and the expected reward of the optimal
menu (the first benchmark) under both tools. Then, Section 5 develops a Thompson-sampling-based
approach that directly increases the reward by adding items to the menu. We show that the probability of
a large gap between the reward obtained and the second benchmark converges exponentially fast to 0.

4 APPROXIMATE COMPUTATION OF THE OPTIMAL MENU

Our first approach is based on direct (approximate) computation of the optimal menu, i.e., the menu that
maximizes the objective in Equation (1). Formally, this menu is the solution to

max
x1,...,xM∈X

E
[

max
m=1,...,M

U( f (xm);θ)

]
. (2)

Solving this problem is challenging due to the stochastic nature of the problem induced by the expectation
over θ and the combinatorial structure of the problem resulting from maximizing x1, . . . ,xM over X.

To develop tools addressing these challenges, we begin by observing that, if the support of θ is finite,
Problem (2) is equivalent to the mixed integer linear program

max
w,x,z ∑

θ∈Θ

p(θ)
M

∑
m=1

wθ ,m

subject to
M

∑
m=1

zθ ,m = 1 : θ ∈ Θ

zθ ,m ∈ {0,1} : θ ∈ Θ, m = 1, . . . ,M

wθ ,m ≤ (uθ − lθ )zθ ,m : θ ∈ Θ, m = 1, . . . ,M

wθ ,m ≤ θ
⊤Cxm − lθ : θ ∈ Θ, m = 1, . . . ,M,

(3)

where lθ and uθ are any constants satisfying lθ ≤U( f (x);θ)≤ uθ for all x ∈ X. To see this equivalence,
note that the first three constraints imply that, for each θ ∈ Θ, at most one wθ ,m is nonzero. Therefore,
for any given x1, . . . ,xM, and for each θ ∈ Θ, the maximum achievable value of the sum ∑

M
m=1 wθ ,m is

maxm=1,...,M θ⊤Cxm − lθ , i.e., maxm=1,...,M U( f (xm);θ)− lθ . Thus, if x1, . . . ,xM are optimal for Problem
3, then they are also optimal for Problem 2.

If θ has large or infinite support, or the menu size M is large, solving (3) may not be computationlly
tractable. We thus offer two tools for addressing this challenge: sample average approximation (4.1) and
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submodular maximization (4.2). They can be applied separately or jointly. Sample average approximation
is appropriate when θ has large or infinite support. Submodular maximization is appropriate when the
menu size is large. They can also be applied jointly by using sample average approximation to solve the
subproblem considered by submodular maximization, as discussed in Section 4.2.

4.1 Sample Average Approximation

The above reformulation (3) is only possible when θ has finite support. However, θ often has infinite
support in practice. Moreover, even if θ has finite support, Problem (3)’s dimensionality grows linearly
with the support of θ , and thus it is desirable to consider approximations that are more computationally
tractable in large-support regimes. To this end, we consider the following approach to solve this problem
approximately. Instead of using the full support of θ , this approach draws L i.i.d. samples from p, denoted
by θ1, . . . ,θL, and replaces Problem (2) by

max
x1,...,xM∈X

1
L

M

∑
ℓ=1

max
m=1,...,M

U( f (xm);θℓ). (4)

This approach is known in the literature as sample average approximation (Kim et al. 2015). Despite its
simplicity, it possesses appealing theoretical guarantees, as formalized by Theorem 1. The proof of this
result can be found in Appendix A.
Theorem 1 Suppose that X is compact, and let v∗ and v̂∗(L) be the optimal values of Problems 2 and 4,
respectively. Also let X∗ = argmaxx1,...,xM∈XE [maxm=1,...,M U( f (xm);θ)] be the set of optimal solutions of
Problem 2 and x̂∗(L) = (x̂∗1(L), . . . , x̂

∗
M(L)) be any optimal solution of Problem 4. Then, v̂∗(L)→ v⋆ and

dist(x̂∗(L),X∗)→ 0 almost surely as L → ∞.

4.2 Submodular Maximization

To address computational challenges arising from large menu sizes, we make the key observation that the
function V : 2X → R defined by V (X) = E[supx∈X U( f (x);θ)] is a monotone submodular set function. As
we shall see later, this implies that a simple greedy algorithm has an appealing approximation guarantee
to the optimal solution. Before describing this algorithm in detail, we formally define what a monotone
submodular function is.
Definition 1 A set-valued function V : 2Ω →R is said to be monotone if A ⊂ B ⊂ Ω implies V (A)≤V (B);
and V is said to be submodular if V (A)+V (B)≥V (A∪B)+V (A∩B) for all A,B ⊂ Ω.

We consider the approach that builds the menu to be shown to the DM iteratively as follows. For each
N = 1, . . . ,M and having chosen the first (N −1)-th items of the menu, the N-th item of the menu, x∗N , is
chosen as an optimal solution of

max
xN∈X

E
[

max
{

max
m=1,...,N−1

U( f (x∗m);θ),U( f (xN);θ)

}]
, (5)

i.e., we choose the best possible item given the items that we have chosen so far. The approximation
guarantee of this approach is formalized in Theorem 2 below, whose proof follows directly from the classical
result in Nemhauser et al. (1978). For this result, we assume that U( f (x);θ)≥ 0 for all x ∈X and θ ∈ Θ,
which can be done without loss of generality in most cases by subtracting an appropriate constant.
Theorem 2 Suppose that x∗1, . . . ,x

∗
M are chosen as described above. Then,

E
[

max
m=1,...,M

U( f (x∗m);θ)

]
≥
(

1− 1
e

)
max

x1,...,xM∈X
E
[

max
m=1,...,M

U( f (xm);θ)

]
.

Problem 5 can be formulated as a MILP analogous to (3). By leveraging the the fact that it is enough to
distinguish whether the new item to be included menu is better than previous ones, this MILP reformulation
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can be simplified to

max
xN

∑
θ

p(θ)((1− zθ )U∗
N−1(θ)+wθ )

subject to wθ ≤ (uθ − lθ )zθ : θ ∈ Θ

wθ ≤U( f (xi);θ)− lθ : θ ∈ Θ

zθ ,n ∈ {0,1} : θ ∈ Θ

(6)

where U∗
N−1(θ) = maxm=1,...,N−1U( f (xm);θ) and, as before, lθ and uθ are any constants satisfying lθ ≤

U( f (x);θ) ≤ uθ for all x ∈ X. As before, we can use sample average approximation to approximately
solve the above problem when the support of θ is large.

5 A THOMPSON-SAMPLING-INSPIRED APPROACH

Our second approach for ensuring a large value for the reward (1) is inspired by Thompson sampling,
an algorithm for optimization-based sequential decision-making under uncertainty (Russo et al. 2018).
While our setting is not necessarily sequential, we take inspiration from this algorithm and consider the
following strategy to build the menu of designs to be shown to the DM. Notably, this approach only
requires maximizing individual samples from the utility function, making it straightforward to implement
in scenarios where software for optimizing point estimates of the utility function is available. Specifically,
this approach draws M i.i.d. samples from p, denoted by θ1, . . . ,θM, and builds the menu as x∗1, . . . ,x

∗
M,

where x∗m ∈ argmaxx∈XU( f (x);θm), m = 1, . . . ,M.
By drawing an analogy to the balance of exploitation and exploration provided by Thompson sampling

in sequential settings, a menu constructed using our approach is likely to include designs that are both
individually high-quality and collectively diverse. Our experiments demonstrate that this straightforward
algorithm performs effectively in practice. Furthermore, we show that a menu built following this approach
achieves an optimal performance exponentially fast as the size of the menu grows. This result is formalized
in Theorem 3, whose proof can be found in Appendix A.

Theorem 3 Suppose that bothX and Θ are compact, and let θ0,θ1, . . . ,θM
iid∼ p, x∗(θm)∈ argmaxx∈XU( f (x);θm),

m = 1, . . . ,M. Further suppose that the following two conditions hold

1. The set Θ′ = {t ∈ Θ : P(∥θ − t∥2 < δ )> 0 for all δ > 0} has probability 1 under p.
2. For any δ > 0, inft∈Θ′ P(∥θ − t∥2 < δ ) > 0.

Then, for any ε > 0, P(maxx∈XU( f (x);θ0)−maxm=1,...,M U( f (x∗(θm));θ0)> ε) converges to 0 exponen-
tially fast as M → ∞.

We note that while conditions 1 and 2 in Theorem 3 seem technical, they hold in two standard settings:
when the distribution over Θ has finite support and when it admits a strictly positive density over Θ.

6 NUMERICAL EXPERIMENTS

We conduct numerical experiments demonstrating the practical application of our framework. We compare the
performance of the optimal menu, computed approximately via sample average approximation as described
in Section 4.1 (Optimal Menu), the variant of this approach that leverages submodular maximization
from Section 4.2 (Submodular), and the Thompson sampling approach described in Section 5 (Thompson
Sampling). We also compare against a point-estimate approach (Point Estimate) that provides a single
solution to the DM by optimizing U( f (x); θ̂) using a single a point estimate θ̂ . This point estimate is the
expected value of θ under the prior. Finally, we report the performance of an idealized algorithm that
knows the DM’s true utility (Perfect Information).
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6.1 Experimental Settings

We consider two different experimental settings. The first is static, and the second one is dynamic, in the
sense that preference information is gathered from the DM to update the distribution on θ .

Static setting The first setting uses a prior on θ whose support is small enough to be fully included
in the scenario sets for the Optimal Menu and Submodular approaches. To evaluate an algorithm for a
given menu size in this setting, we do the following:

1. We draw a small number of preference scenarios θ1, . . . ,θL uniformly at random from the probability
simplex. Then we set the prior distribution on θ as uniform over Θ = {θ1, . . . ,θL}.

2. We provide the Point Estimate, Submodular, and Optimal Menu algorithms for the entire set of
preference scenarios, Θ. Thompson Sampling samples independently (with replacement) from Θ.

3. For each preference scenario θ ∈ Θ, we calculate the utility of the best item in the offered menu,
and then take the average across all preference scenarios in Θ. This provides the expected utility
of the offered menu under the prior.

4. We then average this expected utility across many replications of this process to get an unbiased
estimate of an algorithm’s quality. This averages over uncertainty about both the preferences of
the DM and also the scenario set used.

Dynamic setting In the second setting,we hold the menu size fixed at 3, varying the number of
interactions with the DM. In each replication, we follow these steps:

1. Sample a θ from the prior, which is uniform over the probability simplex, and hold it out, not
showing it to the algorithms.

2. Use the algorithm to generate a menu.
3. Simulate showing the menu to the DM, who selects the best item in the offered menu according

to the held out θ . The algorithm observes the selected item.
4. Update the prior distribution on θ to get a posterior distribution given the preference information

expressed by the DM, i.e., that the selected item is better than all others in the menu.
5. Use the algorithm to generate another menu, using the current posterior, and repeat the above steps.

The value generated from the algorithm after m menus shown is the value of the best item shown
among the first m menus, according to the held out θ .

Using many replications of the above process, we report the average value of the best item in the first n
menus vs. n, along with the standard error.

For algorithms that require a small set of preference scenarios (Optimal Menu ane Submodular), we
sample a fixed number of scenarios independently from the current posterior each time the algorithm is
asked to generate a menu. To sample from the posterior, we use acceptance-rejection sampling: we sample
from the prior, check whether it satisfies all of the constraints given by past selections from the DM, accept
it if it does and reject it if it does not. We repeat this until we get the required number of samples.

6.2 Problem Descriptions

Doctor Scheduling This experiment considers a fictional doctor wishing to schedule appointments. There
are A patients and B time-slots in which each patient can be scheduled. Patient a assigns a desirability
score ca,b to time-slot b. These scores are drawn independently across patients and time-slots from a
uniform([0,1]) distribution and fixed throughout the experiment. We partition the patients into J = 5
disjoint subsets P1, . . . ,PJ uniformly at random and fix this partition throughout the experiment. Patients in
Pj have priority j. A binary decision variable, xa,b, indicates whether patient a was scheduled in time-slot
b. Attribute j is the cumulative score f j(x) = ∑a∈Pj ∑

B
b=1 ca,bxa,b of patients with priority j.
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Intensity-Modulated Radiation Therapy Based on Chu et al. (2005), we consider a cancer patient
undergoing intensity-modulated radiation therapy (IMRT). This therapy passes beams of radiation through
the patient’s body from a variety of angles. IMRT aims to modulate the intensity of each beam (or each
portion of each beam, called a “beamlet”) so that the tumor receives enough radiation to initiate remission
while the surrounding non-cancerous tissues receive a small enough dose to avoid significant side effects.

We divide the cross-sectional area of the patient’s body irradiated by IMRT into N voxels. We let
wv ≥ 0 be the radiation dosage at voxel v and xb ≥ 0 be the intensity of beamlet b.

The radiation dosage at voxel v is modeled as a linear function of the beamlet intensities, wv =∑b Dv,b xb,
where the Dv,b ≥ 0 are known. We partition the voxels into J sets, S j : t = 1 . . .J, where each set represents a
different type of tissue within the body: the tumor; healthy organs; and other surrounding tissues. Our goal
is to support a physician’s choice of xb to control wv within each tissue to best achieve medical outcomes.

Attributes here are given by the average dose of radiation given to a tissue type (or its negation), where,
under the assumption that j = 1 denotes the tumor, f1(x) = 1

|S1| ∑v∈S1 wv, and f j(x) =− 1
|S j| ∑v∈S j wv, ∀ j ̸= 1.

This is a linear function of the wv and thus also the xb. We also constrain the maximum dose in each tissue
type and the minimum dose in the tumor. Although we do not do so here, our framework allows including
the maxima and minima as additional attributes over which the DM can have uncertain preferences.

6.3 Results

Figures 1 and 2 below show results for the static and dynamic settings with the doctor scheduling problem
in the top row and IMRT in the bottom row. The left column shows the expected quality of the best item
found, and the right column shows the computational time used, including the time to sample preference
scenarios. Computational time is reported for a 2.5 GHz Quad-Core Intel Core i7 with 16 GB of RAM.

The three proposed algorithms significantly outperform the status quo Point Estimate method. The
results show the clear trade-off between an algorithm’s utility and its computational cost. While the Optimal
Menu algorithm tends to offer the best solution quality, it does so at a greater computational cost, growing
much faster in its time to solve with the menu size and the number of preference scenarios used. The
Submodular algorithm tends to offer a solution quality that is almost as good, trailing just underneath
the Optimal Menu algorithm in nearly all instances. It is able to do this with much better computational
scalability. Then, we have Thompson Sampling, which offers a different tradeoff between performance and
speed, being much faster than Submodular and Optimal Menu, and offering much better performance than
the Point Estimate method. Thus, we offer 3 choices with different trade-offs between solution quality and
computational cost from which a user can select based on their circumstances.

In the static setting (Figure 1), the standard errors tend to be small. Standard errors also tend to decline
with menu size and are smaller for methods with better overall expected solution set quality. We believe
that this is because methods with good expected solution set quality tend to contain near-optimal solutions
for each θ in their offered set regardless of randomness introduced by sampling over the thetas used to
construct the menu. This reduces the variance of a single evaluation of solution quality, thus reducing
overall standard errors. An interesting point where IMRT differs from Doctor Scheduling is that when we
have a menu size of five, the optimal menu algorithm performs exactly as well as when we have perfect
information. This is due to us generating a menu size of five when there are only five ground truth values,
and all are being given to the algorithm.

In the dynamic setting (Figure 2), the algorithms perform well at their task of learning the DM’s
preferences. After a few iterations of presenting menus to the DM, we can see that the utility of the menus
provided performs close to optimal against the true preferences of the DM. Moreover, we note that even a
cheap algorithm such as Thompson Sampling, can perform close to optimal after a few interactions with the
DM, as it can learn the preferences well enough. Thus, we can see that in the case that the DM can spare
enough bandwidth to interact with the user, it might be fine to use an inexpensive algorithm. However,
in the case that the DM can afford few interactions, it is better to use a more computationally expensive
algorithm, which would be better at finding a menu with higher utility.
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Figure 1: Static setting: Doctor scheduling (top row) uses 8 distinct preference scenarios and 100
replications, while IMRT (bottom row) uses 5 scenarios and 2500 replications.

7 CONCLUSION

We introduced a novel approach to support multi-attribute optimization-based decision-making when the
DM’s preferences over the attributes are uncertain. By acknowledging uncertainty in the DM’s preferences,
our approach is more flexible than the point estimate approach, which provides a single suggested solution.
By leveraging preference information, our approach provides solutions better tailored to the DM’s preferences
than generating the whole Pareto front. Finally, by constructing the menu using a decision-theoretic analysis
and a Bayesian prior distribution over utility functions, our approach is significantly more flexible than
existing interactive multi-objective optimization methods.

We proposed a scheme to approximately compute the optimal menu in the mixed-integer linear setting
and a Thompson-sampling-inspired approach that only requires maximizing multiple samples from the
utility function, making it practical in situations where optimization routines to maximize point estimates
of the utility function are available. Our numerical experiments show that these algorithms significantly
outperform the traditional point-estimate approach.

A PROOFS OF THEORETICAL RESULTS

Proof. (Proof of Theorem 1) This theorem is a direct consequence of Proposition 2.2 in (Homem-de
Mello 2008). It suffices to verify that the two conditions below are satisfied.

1. For any x1, . . . ,xM ∈ X, 1
K ∑

K
k=1 maxm=1,...,M U( f (xm);θk) → E [maxm=1,...,M U( f (xm);θ)] almost

surely as K → ∞.
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Figure 2: Dynamic setting (with a menu of size 3): We modulate the number of interactions with the DM
and update the prior on preference scenarios after each interaction. We use 1000 replications in Doctor
Scheduling and 25000 in IMRT.

2. There exists a function ℓ : Θ →R such that |maxm=1,...,M U( f (xm);θ)−maxm=1,...,M U( f (x′m);θ)| ≤
ℓ(θ)∥(x1, . . . ,xM)− (x′1, . . . ,x

′
M)∥2 and E[ℓ(θ)]< ∞.

Condition 1 follows from the law of large numbers. Thus, it only remains to verify condition 2. Let
n∗ ∈ argmaxm=1,...,M U( f (xm);θ) and n′∗ ∈ argmaxm=1,...,M U( f (x′m);θ). Note that∣∣∣∣ max
m=1,...,M

U( f (xm);θ)− max
m=1,...,M

U( f (x′m);θ)

∣∣∣∣= max{U( f (xn∗);θ)−U( f (x′n′∗);θ),U( f (x′n′∗);θ)−U( f (xn∗);θ)}

≤ max{U( f (xn∗);θ)−U( f (x′n∗);θ),U( f (x′n′∗);θ)−U( f (xn′∗);θ)}

= max{θ
⊤Cxn∗ −θ

⊤Cx′n∗ ,θ
⊤Cx′n′∗ −θ

⊤Cxn′∗}
≤ ∥θ∥2∥C∥2 max{∥xn∗ − x′n∗∥,∥xn′∗ − x′n′∗∥}
≤ ∥θ∥2∥C∥2

∥∥(x1, . . . ,xM)− (x′1, . . . ,x
′
M)
∥∥

2 .

Therefore, it suffices to take ℓ(θ) = ∥C∥2∥θ∥2.

Proof. (Proof of Theorem 3) Note that maxx∈XU( f (x); t)=maxx∈X t⊤Cx is simply the value of the support
function of X at C⊤t. Since X is convex and compact, its support function is continuous. Therefore, given
ε > 0, there exists δ ′ > 0 such that if ∥t − t0∥2 < δ ′, then |maxx∈XU( f (x); t)−maxx∈XU( f (x); t0)|< ε/2.
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Moreover, if ∥t − t0∥< ε/2(maxx∈X ∥Cx∥2 +1), then we have

|U( f (x∗(t)); t)−U( f (x∗(t)); t0)|=
∣∣∣t⊤Cx∗(t)− t⊤0 Cx∗(t)

∣∣∣
≤ ∥t − t0∥2∥Cx∗(t)∥2

<
ε

2(maxx∈X ∥Cx∥2 +1)
∥Cx∗(t)∥2

< ε/2.

It follows that, if ∥t − t0∥< δ := min{δ ′,ε/2(maxx∈X ∥Cx∥2 +1)}, then

max
x∈X

U( f (x); t0)−U( f (x∗(t)); t0) =
∣∣∣∣max

x∈X
U( f (x); t0)−max

x∈X
U( f (x); t)+U( f (x∗(t)); t)−U( f (x∗(t)); t0)

∣∣∣∣
≤
∣∣∣∣max

x∈X
U( f (x); t)−max

x∈X
U( f (x); t0)

∣∣∣∣+ |U( f (x∗(t)); t)−U( f (x∗(t)); t0)|

< ε.

Hence, {maxx∈XU( f (x); t0)−U( f (x∗(θ)); t0)≥ ε} ⊆ {∥θ − t0∥ ≥ δ}, and thus

P
(

max
x∈X

U( f (x); t0)−U( f (x∗(θ)); t0)≥ ε

)
≤ P(∥θ − t0∥ ≥ δ ) = 1−P(∥θ − t0∥< δ ) .

Finally,{
max
x∈X

U( f (x); t0)− max
m=1,...,M

U( f (x∗(θm)); t0)≥ ε

}
=

M⋂
n=1

{
max
x∈X

U( f (x); t0)−U( f (x∗(θm)); t0)≥ ε

}
,

and thus

P
(

max
x∈X

U( f (x); t0)− max
m=1,...,M

U( f (x∗(θm)); t0)≥ ε

)
= P

(
M⋂

n=1

{
max
x∈X

U( f (x); t0)−U( f (x∗(θm)); t0)≥ ε

})

=
M

∏
n=1

P
(

max
x∈X

U( f (x); t0)−U( f (x∗(θm)); t0)≥ ε

)
≤ (1−P(∥θ − t0∥< δ ))M .

Now observe that, since Θ is compact, the support function of X is not only continuous but uniformly
continuous over C⊤Θ, and thus δ ′ above can be chosen independently of t0, which in turn implies that δ

can also be chosen independently of t0. Therefore, given ε > 0, there exists δ > 0 such that, for all t ∈ Θ′,

P
(

max
x∈X

U( f (x); t)− max
m=1,...,M

U( f (x∗(θm)); t)≥ ε

)
≤ (1−P(∥θ − t∥< δ ))M ≤

(
1− inf

t∈Θ′
P(∥θ − t∥< δ )

)M

.

Since Θ′ has probability 1 under p, it follows that

E
[
P
(

max
x∈X

U( f (x);θ0)− max
m=1,...,M

U( f (x∗(θm));θ0)≥ ε | θ0

)]
≤
(

1− inf
t∈Θ′

P(∥θ − t∥< δ )

)M

,

where the expectation is over θ0; i.e.,

P
(

max
x∈X

U( f (x);θ0)− max
m=1,...,M

U( f (x∗(θm));θ0)≥ ε

)
≤
(

1− inf
t∈Θ′

P(∥θ − t∥< δ )

)M

,

which finishes the proof since inft∈Θ′ P(∥θ − t∥< δ )> 0.
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