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ABSTRACT

A major midwestern utility was faced with the dilemma of increased demands for natuial
gas energy while the supplies of natural gas were diminishing. Questions on how to
meet seasonal or off~peak demands, how to utilize underground storage, and how much
new supply would be required to eliminate waiting lists for residential customers were
typical of the problems confronting this utility. In addition, the cost of service due to
inflation and pipeline cost adjustments indicated that this company should perhaps re-~
quest a general rate increase and required substantial calculations in the PGA (Purchase

Gas Adjustment) area,

A set of linked models was built for this utility to answer these questions, The models
considered the areas of rate, revenue, cost of gas, PGA, and inccme. FEach model
could be run independently of the others; however, all could be linked to provide an
integrated planning systen: for the utility. The models were implemented {n a conversa-
tional mode on a time-shared computer and allowed the model users to interactively
vary rate structures, pipeline contract terms and alternative sources of supply over a

five~year planning horizon.
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INTRODUCTION

Historically, natural gas has been considered
as an inexpensive scurce of energy. In addi-
tion, it 18 viztually nonpolluting. As a conse-
quence, the demand for natural gas energy has
reached all-time highs. The traditional peak
demand period for natural gas has been the
winter space heating season. However, because
of the non-polluting aspects of natural gas
energy, electric power generating companies
have placed off season or summer demands on
natural gas energy. Many companies have
constructed under-ground storage factlities for
servicing the peak winter heating season de~
mands. Most natural gas utilities, therefore,
have a variety of alternatives on how or to
whom they should sell natural gas. The supply
of natural gas, on the other hand, has remained
relatively constant for the last seyeral years,
resuiting in an apparent shortage of natural gas
in the past several winter heating seasons.
New supplies or potential new sources of
natural gas appear to be considerably more ex-
pensive than existing ones. New processes,
such as coal gasification, represent a poten-

tial energy source. However, their impact is
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still several years off, A proposed pipeline
from the north slope of Alaska would represent

a considerable capital investment on the part of
a pipeline company. Liquefied natural gas from
the Middle East has been suggested for allevia-~
ting some of the demand requirements on the
Eastern Seaboard. No doubt a combination of
all of these alternatives is possible, Investor-
owned public utilities are regulated either by
the Federal Power Commission or by a statewide
organization. Servicing an area rapidly growing
in population, @ major midwest natural gas
utility was faced with finding supplies of new,
more expensive gas. The company was aiso in-
volved in major investments in underground
storage facilities. With increased investments
in plant and equipment, would a rate increase be
justified? How fast would the company recoup
additional costs of the more expensive gas?
What new supplies would be required to elimi-

nate waiting lists and satisfy the off-peak

dema..ds of powar generating companies? The

answers to these questions were not readily

available. Moreover, in seeking answers, the

company uncovered an additional preblem--



that of varving internal forecasts. Marketing
based its figures on one set of assumptions,
while Operations worked on yet another, The
Treasurer's group at headquarters was assigned
to reconcile these forecasts into < unified oper -
ations plan. In spite of earlier failure at model-
ing, the company felt that simulation models
couid be useful in consolidating these forecasts
and developing a unified operating plan which
would answer questions concerning alternative
supply sources, sales to customers on waiting

lists, and off-peak demand sales.

OVERVIEW OF THE MODEL SYSTEM

Most utilities normally function in four opera-

tional areas. These are:

[
°

Rates and revenues

N

. Operating costs

w

., Construction and capital budgeting
4., Financing

A fifch area, that of consolidation, is also
necessary. Ogden (Reference 1) discussed the
problem of modeling these particular areas and

illustrated the types of questions and data re -

quired.

The needs for the company under discussion

here, however, and for most cperating gas
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utilities today, {s in the areas of rates and re-
venues and the operating costs. These areas
require additional 'detail to answer "what {f"
questions, necessary for computer simulation,
Consequently, a top level planning system was

developed for this utility illustrated in Figure 1,

and consisting of five separate operating modules.

The basic design was developed during a one-
month initial Phase I study, consisting of inter-
views with key executives within the organiza-
tion. Data availability and traditional forecast-
ing methods were also studied at this time. The
resuit of Phase I was the five module system to
gimulate the rate and cost of service area for

this utility by months over a time horizon of five

years.,

The Rate Module isclated the smailest definable
element of revenue to the company. Customers
were classified by the rate schedule utilized,
their particular revenue class, such as residen-
tial space heating, and by billing method. The
primary purpose of the Rate Module was té
determine the actual therms sol¢ and the base
dollars of revenue generated in each of these

elements.

The Revenue Mcdule tcok the therms sold from



the Rate Module and determined the therm send-
out--the actual number of therms distributed in
a particular month, The sendout is related, but
not equivalent to the therms actually billed.
In addition, the revenue model added various
adjustments such as purchased gas adjustment
(PGA) and various state and municipal taxes to

the base dollar revenue,

The Cost of Gas Module was primarily concemn -
ed with pipeline contract purchases and various
injections and withdrawals from the company's
own underground storage. The company utilized
several methods of inventorying storage gas.
The model valued inventory to arrive at a total
gas distributed figure, The model, of course,
evaluated precise pipeline purchases and the
cost of those purchases to be used by the PGA
model,

New, as well as existing sources,

were considered.

The PGA module duplicated the actual PGA cal-
culations. The cost of purchases for twelve of
the past thirteen months was compared to a
base cost. The difference was amortized by
formula to a rate per therm. Six major PGA
rates were calculated in this module. These

rates were then fed back to the Revenue Module

for calculation of total dollar revenue.
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The Income Module served ro consolidate the re-
venue and cost dollars to arrive at a simple in-
come statement. Some of the outputs were an

earnings statement and a retum on the rate base,

TECHNIQUES USED IN MODEL CONSTRUCTION

As mentioned earlier, one of the basic outputs of
the Rate Model was the forecast of therm
consumption. For ceriain elements, that is,
rate-revenue class-bill basis, only a small
number of customers were involved and here
forecasting thgrms sold was done by simple
extrapolation of past data .. In a preponderance
of cases, however, a large number of customers
would be represented by @ particular rate ele-
ment. Here, therm use was forecast by breaking

out the average use per customer and multiplying

by the nuinber of customers.

This breakout of the number of customers was

extremely useful in simulating a waiting list of
various types of service. The model user could
vary the number of customers to suit the avail-

ability of gas.

Forecasting the average use per customer, on
the other hand, was more difficult, In the
majority of cases, the amount of usage Ly a

particular customer is variable both with the

respect to time, In fact, the largest class of



natural gas users were those whose usage de~
pend heavily on weather, i.e., space heating

customers,

Figurs 2 illustrates the relationship between
daily therm usage and outside temperature for’
a typical residential space heating cusiomer.
The figure illustrates the relatively nonlinear
behavior of usage versus temperature, A simple
transformation of data allows the curve to be
broken into two approximately linear sections.
Thie is done by defining what is known as the
degree day., By performing a linear regressicn
of usage against degree days, one can deter-
mine the base use as the intercept, and the
glope as the use per degree day. Figure 2

illustrates this regression line.

In actuai fact, however, the problem is not
quite that simple. As can be seen in Figure 2,
breaking the curve into two linear segments
dces not match up over the entire range, The
basic departure of the regression line from
actual usage occurs at bcth ends of the temper-

ature curve,

. To isolate temporal effects from the basic
weather effects, the linear rerression of
average usage per customer &s & function of
degree days was performed on a twelve month

rolling basis, A regression was performed for
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twelve months points, then the oldest term was
dropped out and a8 new term added. By repeatedly
doing the regression, one could take the result-
ing figures for base use and use per degree day
and extrapolate trends in their growth, The
model allowed the user to assume various growth
rates in bof.h the base use and the use per degree

day.

4

To calculate the base dollars of revenue was
perhaps the most complicated of the forecasting
formulas used in the model system, A typical
rate schedule ag illustrated by F!glgure 3, expiains
the techniques used for the majority of cases

which depicts a space heating rate.

Shown in figure 3 is the base dollars of revenue
to a particular customer, based on the total
amount of therms that customer uses within a
particular month, The figure illustrates that the
rate schedule consists of a series of piece-wise
linear segments, each one known as a block.
Since a siraight line can be represented by two
points, an intercept and @ slope, it is possible
to relate the doliars of base revenue as a func-
tion of therm within any particular block by such
two numbers. If all customers utilized the same
amount of gas, the base dollars of revenue

could be simply calculated by taking the revenue

per customer times the number of customers,



where the revenue per customer couid be com-
puted from a fixed plus a variable component,
depending on usage muiltiplied by the number of
therms. This, of course, can be easily recog~
nized as a simple linear regression, Indeed, re-
gression is often utilized for calculating basic
revenue as a function of average therms used,
However, all customers don't utilize the same
amount of gas. Figure 4 illustrates bill density,
basically a distribution of the number of
customers utilizing a specific number of therms.
The particular shape of the curve, of course,
varies from month to month and depends a great
deal ou the type of service offered. Bill den-~
sity, or bill frequency analysis, as it is some-
times called, is performed by most utilities.
Conéequently, curves of the type in Figure 4,
are often readily available. Once such a curve
has been defined, it is possible to calculate
the base dollar revenue. If

(3.2) f (t)dt = number of customers using t to
t + dt therms then, if we let r(t) represent the
revenue from the rate structure, {3.3) r(t) =
base revenue/customer using t therms

then the revenue can be calculated as

(3.4) Revenue =€:° r (t) f{t) dt

While very attractive from a theoretical point of

view, Equation 3.4 is not very useful from a

practical point of view. For one thing, an
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integral of infinite range i5 quite hard to simu=~ -

late.

One's first impulse, is to limit the range of the
inteération. However, virtually‘any limmitation
usually excludes the one oddball customer
extremely far out on the usage curve, and it is
precisely this customer generating high use, who

iepresents large dollar revenues.

To get around this problem, an alternative formu~
lation can be developed. This is done by con-
sideriﬁg the percentage of the total number of
therms which are sold in a particular block.

Since all but the last block end at a finite number
of therms, it is possible to calculate the total
number of therms used in all, except the last
block. The remainder, of course, is then
allocated to the final block so that the infinite
integral never has to be evaluated, To calculate
the number of therms used in a particular block,
one defines what is known as an ogive. The
oglve, or commodity distribution, is defined by
(3.5) GEx) =5% tf @t + xSoEwat

G(x) represents the total number of therms sold
in the blocks 0 to X therms. It consists, basi-
cally, of two parts, the first part containing all
those therms sold to customers whose usage

terminated in the block 0 to X. This is represent-

ed as the integral from 0 to X of a particular



therm Jevel times the number of customers in
that level integrated from O to X. For customers
whose bills terminate beyond the block O io X,

their total usage is simply X times the number of

customers whose bills fall outside of that range. '

Although the second integral appears to be of
infinite range, it should be recognized that the
number of customers whose bills do not termi-
nate between O and X therms is equal to the
total number of customers less those whose bills
do, in fact, terminate between O 2nd X. Con-
sequently, one can avoid performing the infinite
integration. The ogive corresponding to the bila
density illustrated by Figure 4, is shown in
Figure 5. The use of ogives is discussed in
most introductory texts on rate making funda-
mentals. However, a particularly good treat-
ment, one which is correct in mathematical
terms, is given in Reference 2, There are
several normalizations which can be performed
on the bill density and ogive distribution, The
first of these no.inalizations is to expres's the
number of customers or number of therms; that
is, representing the functions f(t) and G(x) as
a number ranging between O and 1. This
normalization makes the bill density and cgive
curves correspond roughly to probability

A second normali-

densities and distributions,

zation used i3 to translate the therms used by
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a particular customer and :ewcte them to the
average for the entire therm usage. As an ex-~
ample, a customer utilizing 150 therms in a
particular n. .th, where the average customer
utilized 75 therms, would be normalized to a
therm usage of 150 divided by 75, or 2, A rather
surprising result of this normalization is to
remove the effects of weather from the ogive and
bill density. The utility under study constructed
distributions for each rate and revenue class on
a monthly basis, The advantage of using an
ogive is obviously that one can examine both
changes in a particular rate in a particular
block or the changing of individual block
sizes, Such analyses are essential for
any rate case preparation, The
model constructed for this utility could, »f
course, examine various rate changes and pre-
pare the basic data needed for rate analysis.
However, ogives prepared on past data a.re only
history. If one can assume that basic distribu-
tion of customer usage remains constant, then
utilizing an experimentally observed ogive may
be ilne for the forecasting problem, However,
where it 15 expected that the de;islty will change
its sl ape; that is, skew one way or the other,
depending on the types of customers brought on,

then it i necessary to use techniques other

than the experimentally observed oglve to



calculate the revenue. A technique utilized in
this model was to take a curve such as lilustrat-
ed in Figure 4 and represent it by & mathemat-
ically defined probability density function. For
instance, Figure 4 was found to be similar to
the gamma-1 probability density function
(Reference 3). The gama density is a large
family of two parameter distributions. Since the
bill density is normalized to unit mean, & two
parameter distribution will have one remaining
parameter, the variaace, for adjustment. By

ch inging the variance, the gamma distribution
could be skewed to the right or left and vary its

shape over a considerable range.

The company's existing bill frequency analysis
program was modified to plot curves similar to
Figures 3 and 4, as well as giving the normal-
=od ogive at 100 selecte s points and calculat-
ing what value of the variaiice to use in the
gamma-1 density function, Ih addition to the
gamma-1 densitv, a pareto distribution and
severai single parameter density functions were
also made available to the program, including
exponential, uniform and the triangular density

functions.

With this added flexibility, @ model could be
used not only to analyze changes in the rates

and the blocking size, but also examine the
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effect of various distribution changes in the types
of customers utilizing a particular rate. Decgite
the relatively large number of assumptions and
smoothings of data, beginning with the degree
day-average use relationships and culininating
in the use of the gamma function tc express
customer density, the overall error, in both
therms forecasted and basic dollars revenue for

the basic revenue elements, did not exceed one

half of one percent in total.

The thenms used by each of the revenue elements
served as a basic input to the revenue model,
whose first furction was to calculate actual
therm sendout. For customers billed bimonthly,
a bill would represent sendout extending back
into the past two months, If one assumes that
customers are billed uniformly throughout the
month, one arrives at what is commonly known
as the 25-50~25 rule, indicating that, of the
therms billed in a particular month, 25% of them
were sent out in that month, 50% from the pre-
vious month, and 25% in the month prior to that.'
For menthly billing basis customers, the rule is
50--50, Certain customers' usage could be
identified exactly in the month in which it was
sent out, These are typically major power
generation companies whose meter is read at the
end of a particular month, every month, and the

sendout corresponds exactly with billed therms.



The cost of gas module was used to evaluate
pipeline purchases and cost out the dollar value
of service for a particular accounting perlod. It
also provided s foiccast for pipeline purchases
to be used in the purchased gas adjustment
calculation. At the present time, ail pipeline
purchases are done on contract, using what is
known as a two-part rate schedule, The cost to
the utility of a particular quantity of gas is
broken down into demand and commodity charges.
The demard charge is based on the maximum
ailowable daily draw of gas from a particular
pipeline, whereas commodity charge is a vari-
able charge, iepending on the number of units
withdrawn from the pipeline. Stiff penaltiesare
also included in the rate. These penalty charges
prevent a particular utility from withdrawing a
greater quantity of gas than that specified in

" the demand charge.

The net effect of the two-part pricing forces the
utility to withdraw virtvally all of the demand
quantity gas. Doing this achieves the lowest
cost per unit figure, The ratio of actual pipe-
line withdrawals over the contract demand
quantity is known as the load factor, Most
utilities operate at a load factor approaching
very nearly 100%. By utilizing underground
storage facliities, it is possible for companies

to malntain a virtual 100% load factor, selling
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what gas they can to customers and pumping the
remainder in or out of storage, as the case may

be.

The cost of gas module handled two factors in-
volved with the underground storage, The first,
that of inventory, was accounted on a layer by
layer basis, using the LIFO method. The model
could duplicate the accounting relationship re-
quired to perform the LIFO evaluaticn. However,
company-owned underground storage was lumped
into one massive underground pool, whereas, in
fact, the company, itself, utilized six separate
underground storage facilities. The model would
take the sendout coming from the revenue section,
compare it with pipeline purchases, and compute
a net Injection or withdrawal figure for under-
ground storage, This figure was compared with
guidelines used to establish maximum ‘njection
and withdrawal rates from undsrground storage.
Needless to say, however, since all storage
fields were lumped into a single storage fleld,
considerable judgment was allowed on the part of
the model operator onr whether or not such in-
jection or withdrawals were indeed realistic or

even physically possible,

One additional feature of the model was its
ability to perform the energy and pressure adjust-

ment factors. Most pipeline withdrawals and



injection rates were computed in units of

thousands of cubic feet of gas purchased, with~.

drawn, ur injected in storage. Gas, however,
is normally sold on a therm cr energy content

basis.

Consequently, tﬁe model would adjust gas pres-
sure to normal athmospheric pressure and adjust
the energy content based on the number of therms
per thousand cubic feet. Although of not great
signiﬁcgnce, the energy content of gas has
varied a few percent during the past several
years, Needless to say, the computer simula-
tion model performed this annoying calculation
without very much trouble. The purchased gas
adjustment model performed an involved calcu-
lation used to adjust the cost of gas above a
given established cost. If, for example, natural
gas from the pipeline cost $.07 per therm, and
$.05 per therm was the established base price,
then the utility was allowed to charge a basic
$.02 per therm PGA or purchased gas adjust-
ment. The PGA allows the public utility tokeep
pace with pipeline price increases. Historically,
most pipelines and utilities have been heavily
regulated so that prices, themselves, change
only Infrequently, However, pipelines have an
adjustment factor similar to those in effect by

the public utility, Hence, changes in price

from the pipeline can occur almost daily and a
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month does not go by where there is no changein
the PGA. The actual PGA calculation, itself,
takes the established purchases from the cost of
gas module and assumes a 100% factor io the
pipeline. That is to say, the consumer of the
gas does not become penalized if the utility does

not utilize 100% of its availabie demand gas.

Month to month variaticns are smoothed out by
conside.ring twelve of the past thirteen months,
The cost of this period is averaged and compared
to the base rate figure. The difference then goes
into the PGA rate per therm to be sent to the rev-
enue model. To handle the effect of pipeline in~
creases occuring in midmonth, 3 spreading factor
was used to establish a mecdified PGA rate. Six
separate PGA rates were computed by this model
and passed to the Revenue Model. In addition

to calculating sendout, the Revenue Model added
the previously calculated PGA rate times the
number of therms sold to the base dollars of rev—
enue. Because the Revenue Model considered
therms billed, it was necessary to allocate,

using a spreading formulz, the PGA rate over the

past several months to compute an average PGA

rate for a particular rate and revenue class.

Taxes, such as municipal service taxes, propor-
tional to revenue dollars, were alsc computed in

the revenue model. The revenue dollar figure



was then passed over to the Income Model,

The basic purpose of the income module, simplest
in this system, was to consoiidate the revenue
dollars and the cost dollars, adding other factors
to get an income and earnings per share and a
return on the rate base. The income model

served primarily as a report generator.,

Inco%. taxes, per share earnings, and return on
the rate base were virtually all the calculations
performed in this particular model, Many of the
factors were left as inputs. Major areas not in-
cluded in the income model were the capital
budgeting, capital expenc!ture area and the

financing area.

IMPLEMENTATION AND VALIDATION

The system of models was implemented in
Fortran using the GPOS package of On-Line
Decisions, Inc. and runs on a time-shared
computer in a highly conversational manner.
There were several reasons for choosing this
type of an operating environment: the scientific-
algebraic nature of the revenue, bill frequency
~alculations, as well as the availability of a
large number of suncoutines and subprograms for
data referencing in GPOS. Though Fortran
appeared io be the best languaye, programming
was not a key factor. Since they were based on

an accounting system, the models were

relatively simple in terms of discreet events, In
accounting, closing the books occurs once per
accounting period. The time horizon of the model
was flve years by months., Consequently, the
models, themselves, will run 60 times, once for
each month of the five-~year planning horizon,
Fortran subprograms on the On-Line Decisions'
Operating System took care of the time variation

in the data.

Time sharing was chosen for two basic reasons:
10 insure availability of the operating system,
and to heighten the degree of interaction required

to run a particular simulation model.

The models had very few decision rules pro~
grammed into them since they were not optimizing
models. The project's goal was to allow middle
management to actively interrogate the models to
nswer "what 1f" questions. In this instance,
the :rodel builders and model users were
different individuals. Because of their highly
interactive nature, the models were easy to
build, but hard to run. The person who ran the
models was required to interpret the resuits and
decide on an appropriate course of action, i,e.,
modify the input data appropriately. Because of
the dichotomy between builders and users,
considerable effort was put into designing the

appropriate interface for the nontechnical user.



The GPOS package handled most of the conver-
sational programming within the model system.
To validate the madel, it was decided that two
years of actuai data would be placed into the
system and the results compared with actual re-
sults. In the PGA area, it was noted that arith-
metic errors had been made in certain insw@ances.
Once detected, accounting would input reconcil-
ing items to offset these previous calculation

errors.

Needless to say, to model the randomness of
human error making was a difficult task. Pro-
visions were made, however, to include
reconciling items in many of the key areas. All
told, the process of validation took apprexi-
mately twice as long as the total programming

and implementation phases,

ACCEPTANCE AND USE

After model validation, the model data
collectors had to switch hats. Instead of con-
cerning themselves with data collecting a1d

analysis, they now had to consider forecasting

and formulation of alternative strategies to the

model.

To help gain an understanding of the key and
critical relationships, a sensitivity aralysis

was run over most of:ithe variables within the

model system, This analysis involved placing
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small changes in the input variables and noting

the effect on key model outputs.

The GPOS system had this sensitivity capability
already programmed within it. After initial fore-
casts and alternatives had been run through the
models, a shift in emphasis in the models began
to be observed., For example, since the PGA
module duplicated the hand calculations used in
the PGA calculations, the moqule begah to be
employed by the people within that section to

check their own calculations.

In addition, although the model did answer the
questions concerning the rate-revenue-alter-
native source of supply questions, the need for

other areas soon became apparent.

While top management had initiated the project,
they were not involved in the model construction
and validation phase. With the intrcduction of
the working model, "what {f" questions and
alternative strategies were initially slow in
-soming. However, usage of the system has
averaged approximately 30 hours per month on &
connect hour basig. The users fall into approxi-
mately three categories -~ at the top level, the
senior financial officer; at the middle manage~
ment level, the assistant treasurer; at the staff

level, within the financial department, various

planner analysts.



CCNCLUSION

From the tme the concept of simulation modeling
had met with initial acceptance to the time when
the completed modeling system was accepted for
use, approximately five months had elapsed,
Four men workeu zlmost continously on the pro-

ject.

The first month of the project was spent perférm—-
ing a feasibility study, specificaily indentifying
the key areas for modeling, the people who would
be involved in the model'ng project and the types
of "what if" questions that needed to be

answered.

Phase II required four months to complete with
approximately hslf of this time spent in techni-
cal specification of the ;node).ing gystem, The
speciflcation period went through existing
forecasting methods, analyzed data avalilability
techniques to be used as to their accuracy and
validity, organized the way in which data would
be input to the model, and the report formats
coming from the medeling system. The pro-
aramming phase of the modeling project required
about three weeks to complete and validation,
almost six weeks to complete. The V;vllole
exzercise of validation was viewed as a tralning
course for the planner analysts involved in the

collecticn and usage. At the end of the four

month period, a course was run tc review with

. middle management and to present to top manage-

ment the techniques and results of the previous

Phase Il work.

One yéar has lapsed since the model was
accepted by this utility. The model answers a
variety of "what if" questions almost daily. The
personnel within the assistant treasurer's staff
are becoming known as "keepers of the model,"
and this staff is being given more and more re~
sponsikility in determining and accepting

strategles in meeting future operational planning.

Although the model has been in use for an entire
year, the model is not frozen. . .a favorable
indication. Indeed, a planning model should be
dynamic and adjust to changing planning condi-
tions. The true benefits of this simulation
modeling system are just now becoming evident,
Coal gasification plants are being constructed
and arctic pipeline contracts are being negotiated,
With the model, utility officers can examine how
these new sources of natural gas energy will
effect the company's operation and insure the
stockholders an adequate return on their invest-

ment.
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